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Abstract

In this paper, we develop a discretisation algorithm with an adaptive scheme for solving a class of combined semi-infinite and semi-definite programming problems. We show that any sequence of points generated by the algorithm contains a convergent subsequence; and furthermore, each accumulation point is a local optimal solution of the combined semi-infinite and semi-definite programming problem. To illustrate the effectiveness of the algorithm, two specific classes of problems are solved. They are relaxations of quadratically constrained semi-infinite quadratic programming problems and semi-infinite eigenvalue problems.

1. Introduction

Let $S^n$ denote the set of real symmetric $n \times n$ matrices. The standard inner product on $S^n$ is $A \bullet B = \text{tr}(AB) = \sum_{i,j} a_{ij} b_{ij}$. By $X \succeq 0$, where $X \in S^n$, we mean that the matrix $X$ is positive semi-definite and $\|X\|_F$, or simply $\|X\|$, is the Frobenius norm of matrix $X : \|X\|_F = (X \bullet X)^{1/2}$. Here $S^n_+$ denotes the set of all positive semi-definite matrices in $S^n$.

We consider the following combined semi-infinite and semi-definite programming problem (SISDP):

$$\begin{align*}
\sup & \quad C \bullet X \\
\text{s.t.} & \quad A_i \bullet X = a_i, \quad i = 1, 2, \ldots, l, \\
& \quad B(t) \bullet X \leq b(t), \quad t \in T, \\
& \quad X \succeq 0.
\end{align*}$$
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Here, $T$ is a nonempty compact set in $\mathcal{R}$ and $C$, $A_i$, $i = 1, 2, \ldots, l$, and $B(t)$, $t \in T$, are all fixed matrices in $S^n$. Let $a_i$, $i = 1, 2, \ldots, l$, $b(t) \in \mathcal{R}$, $t \in T$, be fixed real numbers, and let $X \in S^n$ be the decision matrix to be optimised upon.

Three important special cases of problem (SISDP) are given as follows.

**Example 1.1.** Suppose that $T$ is a finite set. Then problem (SISDP) becomes a general semi-definite programming problem (SDP):

$$\sup C \cdot X \quad \text{s.t.} \begin{cases} A_i \cdot X = a_i, & i = 1, 2, \ldots, l, \\ B(t_j) \cdot X \leq b(t_j), & t_j \in T = \{t_1, \ldots, t_m\}, \\ X \succeq 0. \end{cases}$$

Some relevant references for (SDP) are \cite{1, 27, 15} and \cite{6}.

**Example 1.2.** Suppose that

$$C = \begin{pmatrix} c_1 & 0 \\ \vdots & \ddots \\ 0 & c_n \end{pmatrix}, \quad A_i = \begin{pmatrix} g_i^1 & 0 \\ \vdots & \ddots \\ 0 & g_i^n \end{pmatrix}, \quad i = 1, 2, \ldots, l,$$

$$B(t) = \begin{pmatrix} h_{1}(t) & 0 \\ \vdots & \ddots \\ 0 & h_{n}(t) \end{pmatrix}, \quad \forall t \in T, \quad \text{and} \quad X = \begin{pmatrix} x_{11} & \cdots & x_{1n} \\ \vdots & \ddots & \vdots \\ x_{n1} & \cdots & x_{nn} \end{pmatrix}.$$  

Then problem (SISDP) is reduced to a semi-infinite linear programming problem (SILP):

$$\sup c^T x \quad \text{s.t.} \begin{cases} (g_i')^T x = a_i, & i = 1, 2, \ldots, l, \\ (h(t))^T x \leq b(t), & t \in T, \\ x \succeq 0, \end{cases}$$

where $x = (x_{11}, \ldots, x_{nn})^T$, $c = (c_1, c_2, \ldots, c_n)^T$, $g_i' = (g_i^1, \ldots, g_i^n)^T$, $i = 1, \ldots, l$, and $h(t) = (h_{1}(t), h_{2}(t), \ldots, h_{n}(t))^T$.

Obviously, if $x^* = (x_{11}^*, \ldots, x_{nn}^*)^T \in \mathcal{R}^n$ is a solution of (SILP), then the matrix

$$X^* = \begin{pmatrix} x_{11}^* & 0 \\ \vdots & \ddots \\ 0 & x_{nn}^* \end{pmatrix} \in S^n$$

is a solution of (SISDP). Conversely, if $X^* = (x_{ij}^*)_{n \times n} \in S^n$ is a solution of (SISDP), then the point $x^* = (x_{11}^*, x_{22}^*, \ldots, x_{nn}^*)^T \in \mathcal{R}^n$ is a solution of (SILP).
EXAMPLE 1.3. We consider a quadratically constrained semi-infinite quadratic programming problem \( (Q^2 P) \):

\[
\begin{align*}
\max & \quad x^T Q_0 x + 2 g_0^T x + \alpha_0 \\
\text{s.t.} & \quad x^T Q(t)x + 2 g(t)^T x + \alpha(t) \leq b(t), \quad t \in T,
\end{align*}
\]

where \( T \) is a nonempty compact set in \( \mathbb{R} \), \( \alpha(t) \) and \( b(t), t \in T \), are real numbers in \( \mathbb{R} \) and \( Q(t), t \in T \), are all symmetric matrices in \( S^n \). Here the objective function and the constraints are not necessarily convex. Clearly, the feasible set of \( (Q^2 P) \) can be a very “nasty” set, and hence this problem is, in general, very hard to solve. For more details, see [17, 28].

Let \( P_0 = \begin{bmatrix} \alpha_0 & g_0^T \\ g_0 & Q_0 \end{bmatrix} \) and \( P(t) = \begin{bmatrix} \alpha(t) & g(t)^T \\ g(t) & Q(t) \end{bmatrix} \). Then an equivalent formulation of \( (Q^2 P) \) is \( (Q^2 P)_y \):

\[
\begin{align*}
\max & \quad y^T P_0 y \\
\text{s.t.} & \quad y^T P(t)y \leq b(t), \quad t \in T, \\
& \quad y_0^2 = 1, \\
& \quad y = (y_0, x^T)^T \in \mathbb{R}^{n+1}.
\end{align*}
\]

It is clear that if \((1, (x^*)^T)^T \) is optimal to \( (Q^2 P)_y \), then \( x^* \) is optimal to \( (Q^2 P) \) and the values of \( (Q^2 P) \) at \( x^* \) and \( (Q^2 P)_y \) at \((1, (x^*)^T)^T \) are equal. Since the values of \((Q^2 P)_y \), at \((1, (x^*)^T)^T \) and \((-1, -(x^*)^T)^T \) are equal, we may consider that the optimal values of \((Q^2 P) \) and \((Q^2 P)_y \) are equal. The equivalent formulation simplifies the notion and opens the way to the semi-definite relaxation since we can rewrite \( (Q^2 P)_y \) in the form of \((\text{SISDP})\) as

\[
\begin{align*}
\max & \quad E_{00} \bullet Y = 1, \\
\text{s.t.} & \quad P(t) \bullet Y \leq b(t), \quad t \in T, \\
& \quad \text{rank}(Y) = 1, \quad Y \succeq 0,
\end{align*}
\]

where \( E_{00} \) is the zero matrix with 1 in the top left corner. Dropping the constraint of \( \text{rank}(Y) = 1 \) leads to a relaxation of \( (Q^2 P)_y \):

\[
\begin{align*}
\max & \quad E_{00} \bullet Y = 1, \\
\text{s.t.} & \quad P(t) \bullet Y \leq b(t), \quad t \in T, \\
& \quad Y \succeq 0.
\end{align*}
\]

Thus we see that problem \((\text{SISDP})\) includes the semi-definite programming problems and the semi-infinite linear programming problems as special cases. Moreover, the problem \((\text{SISDP})\) can also be considered as a relaxation of a class of quadratically constrained semi-infinite quadratic programming problems.
Conversely, let $V_j$, $j = 1, \ldots, \tilde{n}$ be an orthonormal basis for the linear space of $n \times n$ symmetric matrices, where $\tilde{n} = (n/2) \times n$. Let (see [13])

$$C = \sum_{j=1}^{\tilde{n}} c_j V_j \equiv c^T V, \quad A_i = \sum_{j=1}^{\tilde{n}} h_i^j V_j \equiv (h^i)^T V, \quad i = 1, \ldots, l,$$

$$X = \sum_{j=1}^{\tilde{n}} x_j V_j \equiv x^T V, \quad B(t) = \sum_{j=1}^{\tilde{n}} g_j(t) V_j \equiv g(t)^T V, \quad t \in T,$$

and $v(s) = (v_1(s), \ldots, v_{\tilde{n}}(s))^T$, with $v_j(s) = -s^T V_j s$, where $s \in \mathbb{R}^n$. Because of the fact that $X$ is positive semi-definite if and only if $s^T X s \geq 0$ for any $s \in \mathbb{R}^n$, the problem (SISDP) is the same as the following semi-infinite programming problem:

$$\sup c^T x \quad \text{s.t.} \quad \begin{cases} (h^i)^T x = a_i, & i = 1, 2, \ldots, l, \\ g(t)^T x \leq b(t), & t \in T, \\ v(s)^T x \leq 0, & s \in T_1 = \{ s \in \mathbb{R}^n \mid \|s\| = 1 \}, \end{cases}$$

that is, the problem (SISDP) can be transformed into a semi-infinite linear programming problem. However, the dimension of the index set of the semi-infinite linear programming problem is $(n + 1)$, where $n$ is the dimension of the decision variable of the original problem (SISDP) with the index set of dimension 1. In practice, $n$ can be large, say $n = 10$. For this situation, it does not appear possible to develop a practically feasible method, based on currently available results and approaches, for solving this semi-infinite programming problem with an index set of such a large dimension. On the other hand, the original problem (SISDP) with $n = 10$ is only a small scale problem, which can easily be solved by the methods developed in this paper. Thus it is much more natural to consider the problem (SISDP) as formulated in this paper.

There are many good reasons to study (SDP). First, (SDP) problems directly arise in a number of important applications, for example, structural optimisation, discrete (combinatorial) optimisation, robust filter design in signal processing, systems and control problems. Second, many convex optimisation problems, such as linear programming problems and convex quadratic programming problems, can be cast as semi-definite programming problems. We know that (SDP) is a generalisation of linear programming problems. In [2], simplex-like methods for (SDP) were discussed. In [2] and [5], simplex-like methods were obtained to solve the problem (SIP), which includes (SDP) as a special case. It is known that the primal (SDP) and its dual (SDP) may have a nonzero duality gap and that the interior point method is an efficient method to solve semi-definite programming problems up to any tolerance $\epsilon$, in a polynomial number of arithmetic operations. See [1, 6, 8, 16, 21, 24] and [29].
Semi-infinite programming (SIP) arises in various fields of engineering such as control system design, general approximation, resource allocation in decentralised systems, decision making under competition, multi-objective optimisation, and optimum filter design in signal processing. See [7] and [23]. There are many solution methods (see [30, 31] and [7]) for solving (SIP) problems. Some outer approximation methods were obtained in [22] for nonlinear (SIP) problems with an adaptive scheme. Relevant convergence results were also established in [22]. In [25], an inner approximation method is developed for solving nonlinear (SIP) problems.

Motivated by the work reported in [22] and [25], we develop a discretisation algorithm with an adaptive scheme for solving the problem (SISDP), where each (SDP) subproblem is solved by an interior point method. We establish the convergence of the algorithm. Finally, we apply this algorithm to solve two important specific classes of problems: relaxation problems of quadratically constrained semi-infinite quadratic programming problems and semi-infinite eigenvalue problems.

The rest of the paper is organised as follows. In Section 2, the Lagrangian dual problem is introduced for the problem (SISDP). An algorithm for solving the problem (SISDP) is given. In Section 3, the convergence property of the algorithm is established. In Section 4, numerical results are presented.

2. Discretisation algorithms

Let us first introduce some notation. For a nonempty compact interval $T$ in $\mathbb{R}$, let $\mathcal{F} = \prod_T \mathcal{F}$ denote the product space equipped with the product topology, which is a locally convex Hausdorff topological vector space; see [12]. Then the topological dual space of $\mathcal{F}$ is the generalised finite sequence space consisting of all functions $g : T \to \mathbb{R}$ with a finite support. The set $\mathcal{F}^+ = \prod_T \mathcal{F}_+$ denotes the convex cone of all nonnegative functions on $T$. Then the dual cone of $\mathcal{F}_+$ is defined by

$$\Lambda_T = \left\{ y = (y(t))_{t \in T} \left| \begin{array}{l}
\exists \text{ a finite set } F \subseteq T, (\forall t \in T \setminus F) \ y(t) = 0 \\
(\forall t \in F) \ y(t) > 0
\end{array} \right. \right\}.$$ 

For this result, see [9].

For the programming problem (SISDP), we introduce the Lagrangian dual problem (DSISDP) as follows:

$$\inf a^T z + \sum_{t \in T} y(t) b(t) \quad \text{s.t.} \quad \begin{cases}
\sum_{i=1}^l z_i A_i + \sum_{t \in T} y(t) B(t) - Z = C, \\
z \in \mathcal{F}, \\
Z \geq 0,
\end{cases}$$

where $a = (a_1, \ldots, a_l)^T$ and $z = (z_1, \ldots, z_l)^T$. 
When the parameter set $T$ is finite, (SISDP) and (DSISDP) become a pair of primal and dual semi-definite programming problems. See [29] for reference. In this paper, we assume throughout that the problem (SISDP) and its dual problem (DSISDP) have optimal solutions and that their optimal values are equal. This assumption is satisfied under the situations considered in the following remark.

**Remark 2.1.** Let $\tilde{B}(t) = \begin{bmatrix} g(t) & 0 \\ \Phi^T & -b(t) \end{bmatrix}$. Suppose that $\{\tilde{B}(t) \mid t \in T\}$ is a compact set, the Slater condition holds (that is, there exists an $X_0 \succeq 0$ such that $B(t) \cdot X_0 < b(t)$, $\forall t \in T$ and $A_i \cdot X_0 = a_i$, $i = 1, \ldots, l$), (SISDP) has an optimal solution and the optimal objective function value is finite. Then by [4, Theorem 2.2] and relevant parts in the proof of [4, Theorem 2.3], it follows that (SISDP) and (DSISDP) have optimal solutions and their optimal values are equal.

In view of Remark 2.1, we see that under appropriate constraint qualifications, we can guarantee that the optimal values of (SISDP) and (DSISDP) are equal. For more detailed discussion, see [3, 21] and [26].

Assume that $T = [T_1, T_2]$. Then the problem (SISDP) becomes the following combined semi-infinite and semi-definite programming problems:

$$\sup C \cdot X \quad \text{s.t.} \quad \begin{cases} A_i \cdot X = a_i, & i = 1, 2, \ldots, l, \\ B(t) \cdot X \leq b(t), & t \in [T_1, T_2], \\ X \succeq 0. \end{cases} \quad (P_0)$$

In this section, we develop a discretisation method with an adaptive scheme for solving problem $(P_0)$. A sequence of discretised subproblems is obtained, and each semi-definite programming subproblem is solved by an interior point method [6].

The feasible set of $(P_0)$ is denoted by

$$\mathcal{F} = \{X \in S^n_+ : A_i \cdot X = a_i, \ i = 1, 2, \ldots, l, B(t) \cdot X \leq b(t), \ t \in [T_1, T_2]\}.$$

We consider the following discretisation scheme: Given an integer $N > 0$, let

$$\Omega_N = \left\{ t_i = T_i + \frac{i(T_2 - T_1)}{2^N} : i = 0, 1, \ldots, 2^N \right\}.$$

We introduce the following discretised problem:

$$\sup C \cdot X \quad \text{s.t.} \quad \begin{cases} A_i \cdot X = a_i, & i = 1, 2, \ldots, l, \\ B(t_j) \cdot X \leq b(t_j), & t_j \in \Omega_N, \\ X \succeq 0. \end{cases} \quad (P_N)$$
The feasible set of \((\hat{P}_N)\) is denoted by
\[
\mathcal{F}_N = \{X \in S^n_+ : A_i \boldsymbol{\bullet} X = a_i, \ i = 1, 2, \ldots, l, \ B(t_j) \boldsymbol{\bullet} X \leq b(t_j), \ t_j \in \Omega_N\}.
\]
We have the following lemma.

**Lemma 2.1.** Consider the problems \((P_0)\) and \((\hat{P}_N)\). Then \(\mathcal{F} \subset \mathcal{F}_N\).

A direct method for solving the problem \((P_0)\) is to solve a sequence of discretised problems \((P_N)\). The solution \(X_N\) of \((P_N)\) is used as an approximate solution of the problem \((P_0)\). However, the above discretised problem \((P_N)\) is, in general, a good approximation of the original \((P_0)\) only if the integer \(N\) is large enough. Obviously, such a simple approximation of \([T_1, T_2]\) by the discretised subset \(\Omega_N\) with a large number \(N\) leads to the problem \((\hat{P}_N)\) with a large number of inequality constraints. In order to overcome the difficulty of solving the discretised problem \((P_N)\) with a large number of inequality constraints, we introduce an adaptive scheme strategy. More specifically, in each iteration, we add only one additional constraint. Moreover, in solving each subproblem, we need only to obtain an inexact optimal solution instead of an exact solution of the subproblem. The implemented algorithm for solving the problem (SISDP) is stated as follows.

**Discretisation Algorithm.** Let \(\{\epsilon_k\}\) be a strictly monotone decreasing sequence with \(\epsilon_k \to 0\) (as \(k \to \infty\)) and let \(\{N_m\}\) be a strictly monotone increasing integer sequence with \(N_m \to \infty\) (as \(m \to \infty\)).

Step 1. \(E_1 = \Omega_1, M_1 = \mathcal{F}_1, k = \tilde{k} = 1, m = 1\).

Step 2. Find a feasible solution \(X_k \in M_k\) of the following problem \((P_k)\) (that is, \(X_k\) satisfies the constraints of problem \((P_k)\)) and a feasible solution \((z^k, y_k, Z_k)\) of the dual problem \((D_k)\) (that is, \((z^k, y_k, Z_k)\) satisfies the constraints of the dual problem \((D_k)\)) such that

\[
(a^T \xi^k + \sum_{t \in E_k^t} y(t)b(t)) - C \boldsymbol{\bullet} X_k \leq \epsilon_k, \quad (2.1)
\]

where

\[
\sup C \boldsymbol{\bullet} X \quad \text{s.t. } X \in M_k, \quad (P_k)
\]

\[
\inf a^T z + \sum_{t \in E_k} y(t)b(t) \quad \text{s.t. } \sum_{i=1}^{l} z_i A_i + \sum_{t \in E_k} y(t)B(t) - Z = C, 
\]

\[
z \in \mathcal{A}^l, \quad y(t) \geq 0, \quad t \in E_k, \quad Z \geq 0. \quad (D_k)
\]

Increase \(k\) to \(k + 1\) and construct \(\Omega_{k+1}\). Go to Step 3.
Note that the constraint (2.1) is to ensure that the difference between the two objective function values is less than or equal to the tolerance $\epsilon_k$. The solutions $X_k$ and $(z^k, y_k, Z_k)$ of the respective problems $(P_k)$ and $(D_k)$ with the condition (2.1) being satisfied up to the tolerance $\epsilon_k$ are called inexact optimal solutions up to the tolerance $\epsilon_k$.

Step 3. Find a $t_k$ such that $B(t_k) \bullet X_k - b(t_k) = \max_{t \in \Omega_{k+1}} (B(t) \bullet X_k - b(t))$.

Step 4. If $B(t_k) \bullet X_k - b(t_k) > 0$, go to Step 5.

If $B(t_k) \bullet X_k - b(t_k) \leq 0$ and $\bar{k} < N_m$, set $\bar{k} = \bar{k} + 1$. Increase $\bar{k}$ to $\bar{k} + 1$ and construct $\Omega_{k+1}$. Go to Step 3.

If $B(t_k) \bullet X_k - b(t_k) \leq 0$ and $\bar{k} \geq N_m$, increase $m$ to $m + 1$ and $k$ to $k + 1$ and give $N_{m+1}$ and $\epsilon_{k+1}$, respectively. Set $M_{k+1} = M_k$. Go to Step 6.

Step 5. Set

$$M_{k+1} = \{ X \in S_n^d \mid A_i \bullet X = a_i, \; i = 1, \ldots, l, \; B(t) \bullet X \leq b(t), \; t \in E_{k+1} \},$$

where $E_{k+1} = E_k \cup \{ t_k \}$.

Increase $m$ to $m + 1$ and $k$ to $k + 1$ and give $N_{m+1}$ and $\epsilon_{k+1}$, respectively. Go to Step 6.

Step 6. Set $k = k + 1, \bar{k} = \bar{k} + 1, m = m + 1$ and go to Step 2.

For practical implementation, we will include a stopping criterion: We choose an integer $N$ and a real number $\epsilon > 0$, and we will terminate the algorithm when $N_m \geq N$ and $\epsilon_n \leq \epsilon$. For example, we can take $N = 11$ and $\epsilon = 0.0001$.

Now we discuss the idea of the discretisation algorithm in detail as follows. Suppose that $k = \bar{k} = 1$ and $m = 1$. For the $k$th iteration, we assume that the optimal value of $(P_1)$ is equal to that of $(D_1)$. By a primal and dual interior point method for semi-definite programming, we find feasible solutions $X_1$ and $(z^1, y_1, Z_1)$ of the respective problems $(P_1)$ and $(D_1)$ with the condition (2.1) being satisfied up to the tolerance $\epsilon_k$, where we take $\epsilon_k = 10^{-k}$. They are referred to as inexact optimal solutions of $(P_1)$ and $(D_1)$ up to the tolerance $\epsilon_k$. Next, we find a $t_k \in \Omega_{k+1}$ such that

$$B(t_k) \bullet X_k - b(t_k) = \max_{t \in \Omega_{k+1}} (B(t) \bullet X_k - b(t)).$$

There are two cases to consider:

Case 1. $B(t_k) \bullet X_k - b(t_k) > 0$, that is, $X_k \not\in \mathcal{F}_{k+1}$. Take $E_{k+1} = E_k \cup \{ t_k \}$ and construct $M_{k+1}$, which is the feasible set of $(P_{k+1})$. Set $k = k + 1, \bar{k} = \bar{k} + 1$ and $m = m + 1$. Then we solve the problems $(P_{k+1})$ and $(D_{k+1})$ until the condition (2.1) is satisfied up to the tolerance $\epsilon_k$ by a primal and dual interior point method for semi-definite programming.

Case 2. $B(t_k) \bullet X_k - b(t_k) \leq 0$, that is, $X_k \in \mathcal{F}_{k+1}$. Suppose that we also construct $M_{k+1}$ by taking $E_{k+1} = E_k \cup \{ t_k \}$ and then solve the problems $(P_{k+1})$ and $(D_{k+1})$.

Then $X_k$ and $(z^k, y_k, Z_k)$ are also inexact optimal solutions of the respective problems $(P_{k+1})$ and $(D_{k+1})$ with the condition (2.1) being satisfied up to the same tolerance $\epsilon_k$. 

Clearly, it does not give us any further information. Therefore, for this situation, we need to increase the partition number \( N_k \) of \( T \), that is, \( \tilde{k} = k + 1 \). Then we find \( t_k \) from a finer discretisation set \( \Omega_{k+1} \) such that

\[
B(t_k) \cdot X_k - b(t_k) = \max_{t \in \Omega_{k+1}} (B(t) \cdot X_k - b(t)).
\]

If \( B(t_k) \cdot X_k - b(t_k) > 0 \), repeat Case 1.

If \( B(t_k) \cdot X_k - b(t_k) \leq 0 \), repeat Case 2. If the algorithm repeats Case 2 continuously, it means that the partition number \( \tilde{k} \) of \( T \) increases continuously. When the partition number is suitably large (for example, \( \tilde{k} \geq N_m \), where we may take \( N_m = 4m \)), we shall decrease the tolerance and solve the problems \( (P_{k+1}) \) and \( (D_{k+1}) \) up to the new tolerance. Namely, when \( \tilde{k} \geq N_m \), take \( k = k + 1, \tilde{k} = k + 1 \) and \( m = m + 1 \). Then we solve the problems \( (P_k) \) and \( (D_k) \) until the condition (2.1) is satisfied up to the new tolerance \( \epsilon_k \). By repeating this process, a sequence \( \{X_k\} \) is obtained.

**Remark 2.2.** Many computational methods are now available for solving general semi-infinite programming problems. These methods are based on exchange methods, cutting plane methods or discretisation methods. For details, see [5, 7] and [11]. Specific features of our algorithm, which is a discretisation method, are as follows.

1. In view of the Introduction, we can transform the problem (SISDP) into a semi-infinite programming problem. However, if the problem (SISDP) contains decision variables of \( n \) dimensions and the index set is of 1 dimension, the index set of the semi-infinite programming problem is of \( (n + 1) \) dimensions. For large \( n \), the discretisation of the new index set is computationally a formidable task. Our algorithm solves the problem (SISDP) directly. Thus, we only need to partition the one-dimensional index set \( T \).

2. When the set \( \Omega_k \) of the discretisation points changes to \( \Omega_{k+1} \), the number of points in \( E_{k+1} \) does not necessarily increase. Only when \( B(t_k) \cdot X_k - b(t_k) > 0 \) do we increase a point in \( E_{k+1} = E_k \cup \{t_k\} \). In Step 3, the optimisation problem is solved within the finite set \( \Omega_{k+1} \), rather than within the infinite set \( T \). Therefore we only check the feasibility of \( X_k \) in the final iteration.

3. In solving each subproblem, we obtain only inexact optimal solutions of \( (P_k) \) and \( (D_k) \) up to the tolerance \( \epsilon_k \), where \( \epsilon_k \to 0 \), as \( k \to \infty \).

**Remark 2.3.** In this paper, we only consider a solution method for the problem (SISDP), in which \( T \) is a one-dimensional interval. When \( T \) is a box interval in \( \mathbb{R}^m \), in which the dimension \( m \) is small, for example, \( m = 4 \) or 5, we can still construct grids of the box interval \( T \). Regarding the set of these grid points as the discretisation set \( \Omega \) of \( T \), our algorithm can also be used to solve this problem (SISDP) with such
a multi-dimensional index set. However, when the dimension \( m \) of \( T \) is large, for example, \( m \geq 10 \), the method is no longer an efficient solution method for solving the problem (SISDP).

### 3. Convergence analysis

In this section, we shall study the convergence property of the discretisation algorithm.

**Theorem 3.1.** Suppose that \( \mathcal{F}_1 \) is a compact set. Then there exists an accumulation point of the sequence \( \{X_k\} \) generated by the discretisation algorithm and any accumulation point is an optimal solution of \((P_0)\).

**Proof.** Since \( X_k \in M_k \), by the compactness of \( \mathcal{F}_1 \), there exists an accumulation point of the sequence \( \{X_k\} \). Let \( \bar{X} \) be an accumulation point of the sequence \( \{X_k\} \). Then there exists a subsequence \( \{X_{k_j}\} \) of \( \{X_k\} \) such that \( \{X_{k_j}\} \) converges to a point \( \bar{X} \). It follows from the closedness of \( S^* \) that \( \bar{X} \in S^* \). Suppose that \( X^* \) is an optimal solution of \((P_0)\) and \( v(P_k) \) and \( v(D_k) \) are optimal values of \((P_k)\) and \((D_k)\), respectively. It follows that \( X^* \in M_k \) and \( v(P_k) \geq C \cdot X_k \). Since

\[
\left( a^T z_k^k + \sum_{t \in E_k} y_k(t) b(t) \right) \geq v(D_k) = v(P_k) \geq C \cdot X_k
\]

and

\[
\left( a^T z_k^k + \sum_{t \in E_k} y_k(t) b(t) \right) - C \cdot X_k \leq \epsilon_k,
\]

we have \( C \cdot X_k + \epsilon_k \geq v(P_k) \geq C \cdot X^*, \forall k \). Thus \( C \cdot X_{k_j} + \epsilon_{k_j} \geq C \cdot X^*, \forall j \). As \( j \to \infty \), we have

\[
C \cdot \bar{X} \geq C \cdot X^*. \tag{3.1}
\]

There are two cases to be considered.

Case 1. There exists a subsequence \( \{X_{k_{j_l}}\} \) of \( \{X_{k_j}\} \) such that

\[
B(t_{k_{j_l}}) \cdot X_{k_{j_l}} - b(t_{k_{j_l}}) > 0,
\]

that is, the algorithm goes to Step 5 from Step 3 as an infinite loop. Suppose that the algorithm goes to Step 5 at \( k + 1 = k_j \) (as \( j \to \infty \)). Since \( \Omega_j \to T \) (as \( j \to \infty \)), for each \( \xi \in T \), we can find \( \xi_{k_{j_l}} \in \Omega_{k_{j_l}} \) with \( \xi_{k_{j_l}} \to \xi \) (as \( j \to \infty \)). Thus

\[
B(t_{k_{j_l}}) \cdot X_{k_{j_l}} - b(t_{k_{j_l}}) \geq B(\xi_{k_{j_l}}) \cdot X_{k_{j_l}} - b(\xi_{k_{j_l}}).
\]
By the compactness of $T$, we can assume, without loss of generality, that the sequence $\{t_{k_j}\}$ is a convergent one with the limiting point $\tilde{t}$. Therefore we obtain
\[ B(\tilde{t}) \cdot \tilde{X} - b(\tilde{t}) \geq B(\xi) \cdot \tilde{X} - b(\xi). \]

By the construction of $E_{k_{j+1}}$ and $M_{k_{j+1}}$, we have $B(t_{k_j}) \cdot X_{k_{j+1}} - b(t_{k_j}) \leq 0$. So
\[ B(\tilde{t}) \cdot \tilde{X} - b(\tilde{t}) \leq 0 \quad \text{and} \quad B(\xi) \cdot \tilde{X} - b(\xi) \leq 0. \]

By $X_{k_j} \in M_{k_j}$, we have $A_j \cdot X_{k_j} = a_j$, for $i = 1, 2, \ldots, l$. It follows that $A_j \cdot \tilde{X} = a_j$, for $i = 1, 2, \ldots, l$, $\tilde{X} \in \mathcal{F}$ and
\[ C \cdot X^* \geq C \cdot \tilde{X}. \quad (3.2) \]

From (3.1) and (3.2), we have $C \cdot X^* = C \cdot \tilde{X}$.

Case 2. There does not exist any subsequence $\{X_{k_j}\}$ of $\{X_{k_j}\}$ such that
\[ B(t_{k_j}) \cdot X_{k_j} - b(t_{k_j}) > 0. \]

Then by the algorithm and the convergence of $X_{k_j}$, there exists a subsequence $\{X_{k_{j+1}}\}$ such that $B(t_{k_{j+1}}) \cdot X_{k_{j+1}} - b(t_{k_{j+1}}) \leq 0$, that is, the algorithm goes to Step 6 from Step 3 as an infinite loop. Suppose that the algorithm goes to Step 6 at $k + 1 = \tilde{k}_j$. Since $\Omega_\Delta \to T$ (as $j \to \infty$), for each $\xi \in T$, we can find $\xi_{k_j} \in \Omega_\Delta$ with $\xi_{k_j} \to \xi$ (as $j \to \infty$). Thus $B(t_{k_{j+1}}) \cdot X_{k_{j+1}} - b(t_{k_{j+1}}) \geq B(\xi_{k_j}) \cdot X_{k_{j+1}} - b(\xi_{k_j})$. By the compactness of $T$, we can assume, without loss of generality, that the sequence $\{t_{k_{j+1}}\}$ is a convergent one with the limiting point $\tilde{t}$. Therefore we obtain
\[ B(\tilde{t}) \cdot \tilde{X} - b(\tilde{t}) \geq B(\xi) \cdot \tilde{X} - b(\xi). \]

By the conditions of Case 2, we have $B(t_{k_{j+1}}) \cdot X_{k_{j+1}} - b(t_{k_{j+1}}) \leq 0$. So
\[ B(\tilde{t}) \cdot \tilde{X} - b(\tilde{t}) \leq 0 \quad \text{and} \quad B(\xi) \cdot \tilde{X} - b(\xi) \leq 0. \]

Similarly, we have $\tilde{X} \in \mathcal{F}$ and $C \cdot X^* = C \cdot \tilde{X}$. Thus, by the conclusions obtained for Cases 1 and 2, the proof is complete.

**Remark 3.1.** If the conditions in Remark 2.1 hold, then (SISDP) and (DSISDP) have optimal solutions and their optimal objective function values are equal. It is clear that the discretisation problems $(P_k)$ and $(D_k)$ also satisfy these conditions. Thus their duality gap also vanishes.
4. Numerical results

The discretisation algorithm is implemented under the MATLAB environment and run on a GenuineIntel PIII 800M. We will solve a relaxation of a quadratically constrained semi-infinite quadratic programming problem and a semi-infinite eigenvalue problem. Before presenting numerical results, we make a remark on the partition of the parameter interval $T = [T_1, T_2]$. The $N$th partition scheme of the parameter interval $[T_1, T_2]$ is

$$\Omega_N = \left\{ t_i = T_1 + \frac{i(T_2 - T_1)}{2^N} : i = 0, 1, \ldots, 2^N \right\}.$$  

It is worth noting that the set of partitions in one iteration is included in the set of partitions in the next iteration.

4.1. A quadratically constrained semi-infinite quadratic programming problem

We show how the combined semi-infinite and semi-definite relaxation problems of quadratically constrained semi-infinite quadratic programming problems can be efficiently solved by using a combination of the discretisation method and the interior point method.

Consider the $(Q^2P)$ problem:

$$\begin{align*}
\max \quad & x^T Q_0 x + 2g_0^T x + \alpha_0 \\
\text{s.t.} \quad & x^T Q(t) x + 2g(t)^T x + \alpha(t) \leq b(t), \quad t \in T,
\end{align*}$$

and its equivalent formulation $(\tilde{Q}^2P)$:

$$\begin{align*}
\max \quad & y^T P_0 y \\
\text{s.t.} \quad & y^T P(t) y \leq b(t), \quad t \in T, \\
& y_0^2 = 1, \\
& y = (y_0, x^T) \in \mathbb{R}^{n+1}.
\end{align*}$$

Recall that the relaxation of $(Q^2P)$ is $(\tilde{P})$:

$$\begin{align*}
\max \quad & P_0 \bullet Y \\
\text{s.t.} \quad & E_{00} \bullet Y = 1, \\
& P(t) \bullet Y \leq b(t), \quad t \in T, \\
& Y \geq 0.
\end{align*}$$

**Remark 4.1.** Note that problem $(\tilde{P})$ is a relaxation of $(Q^2P)$. However, suppose that the following conditions are satisfied: $T$ is a compact set, $Q_0$ and $Q(t), t \in T,$ are positive semi-definite matrices and $X^*$ is an optimal solution of $(\tilde{P})$. Then by Theorems 3.1 and 3.2 and Corollary 3.1 of [14], it follows that $X^*e_1$ is an optimal solution of $(\tilde{Q}^2P)$, where $e_1$ is a unit vector in $\mathbb{R}^{n+1}$ with its first component being 1 and other components zero.
The Lagrangian function of \((Q^2 P)_y\) is
\[
L(y, \mu, \lambda) = y^T P_0 y + \mu (1 - y_0^2) + \sum_{t \in T} \lambda(t) (b(t) - y^T P(t) y), \quad \lambda \in \Lambda_T.
\]
The Lagrangian dual problem of \((Q^2 P)_y\) is
\[
\min_{\lambda \in \Lambda_T, \mu \in \mathbb{R}} \max_{y \in \mathbb{R}^{n+1}} (y^T P_0 y + \mu (1 - y_0^2) + \sum_{t \in T} \lambda(t) (b(t) - y^T P(t) y)). \quad (4.1)
\]
For detailed discussion, see \([10]\) and \([32]\). Note that the inner minimisation over \(y\) is bounded from above only if
\[
P_0 - \mu E_0 - \sum_{t \in T} \lambda(t) P(t) \preceq 0 \quad \text{and} \quad \lambda \in \Lambda_T.
\]
Thus the Lagrangian dual problem \((4.1)\) of \((Q^2 P)_y\) is equivalent to the problem
\[
\min \mu + \sum_{t \in T} \lambda(t) b(t) \quad \text{s.t.} \quad \begin{cases}
\mu E_0 + \sum_{t \in T} \lambda(t) P(t) \succeq P_0, \\
\lambda \in \Lambda_T.
\end{cases} \quad (DQ^2 P)
\]
Obviously, the dual problem for \((P)\) is also the \((DQ^2 P)\) problem. Therefore problem \((P)\) is a relaxation of \((Q^2 P)_y\). Since all principal minors of a positive semi-definite matrix are positive semi-definite, the positive semi-definite constraint of \((DQ^2 P)\) implies
\[
\sum_{t \in T} \lambda(t) Q(t) - Q_0 \succeq 0. \quad (4.2)
\]
This is where the duality gap may arise, since the standard necessary optimality conditions for \((Q^2 P)\) do not require that condition \((4.2)\) holds. Therefore it is, in general, not true that the optimal value of \((DQ^2 P)\) is equal to that of \((Q^2 P)\). It is only an upper bound.

We apply the algorithm to solve \((P)\). Suppose that \(T = [1, 3]\), \(P_0\) and \(P(t), t \in T\), are symmetric matrices of size \(n\). Each element of \(P_0\) is a number randomly generated between \(-3\) and \(3\). Each element of \(P(t)\) is a \(q\)th order polynomial of variable \(t\), each coefficient of the polynomial is a number randomly generated between \(-3\) and \(3\). Take \(N = 11\), that is, when the partition point number of the interval \(T\) is greater than \(2^{11} = 2048\), we stop the algorithm. Ten test problems for each \(n\) are randomly generated and computed. The results on average are summarised in Table 1:

- **Time (max)** — the average (maximum) time in seconds to compute 10 test problems.
<table>
<thead>
<tr>
<th>n</th>
<th>Time (max)</th>
<th>No. of SDP (max)</th>
<th>Iteration (max)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0039.3(0040.2)</td>
<td>09.8(14.0)</td>
<td>08.4(11.3)</td>
</tr>
<tr>
<td>20</td>
<td>0154.5(0156.8)</td>
<td>10.6(15.0)</td>
<td>09.7(13.2)</td>
</tr>
<tr>
<td>40</td>
<td>0618.6(0635.4)</td>
<td>11.7(15.0)</td>
<td>11.8(20.3)</td>
</tr>
<tr>
<td>60</td>
<td>1419.5(1441.4)</td>
<td>11.8(15.0)</td>
<td>13.0(15.9)</td>
</tr>
<tr>
<td>80</td>
<td>2544.9(2720.1)</td>
<td>09.6(15.0)</td>
<td>13.2(28.8)</td>
</tr>
<tr>
<td>100</td>
<td>3975.2(4016.0)</td>
<td>10.5(12.0)</td>
<td>15.4(18.2)</td>
</tr>
</tbody>
</table>

- No. of (SDP) (max) — the average (maximum) number of (SDP)s solved in 10 test problems.
- Iteration (max) — the average (maximum) number of the average iteration numbers to compute each (SDP) in 10 test problems.

For \( q = 6 \), we obtain the following results.

### 4.2. A semi-infinite eigenvalue problem

Many problems in mechanics and systems analysis can often be expressed as

\[
\frac{d}{dt} X(t) = u(t)A(t) \quad \text{s.t.} \quad \begin{cases} 
X(0) = A_0, \\
u(t) \geq 0, \quad t \in T,
\end{cases}
\]

where \( T \) is an interval in \( \mathbb{R} \) and \( A_0 \) and \( A(t), t \in T \), are all fixed matrices in \( S^n \). We can calculate the solution of the differential equation as follows:

\[
X(u) = A_0 + \int_T u(t)A(t) \, dt.
\]

Our aim is to seek a function \( u(t), t \in T \), such that the maximum eigenvalue of \( X(u) \) is minimised, that is,

\[
\lambda^* = \min_{u(t) \geq 0, t \in T} \lambda_{\max}\{X(u)\},
\]

where \( \lambda_{\max}\{X(u)\} \) denotes the maximum eigenvalue of \( X(u) \).

It is clear that this problem can be reformulated as a combined semi-infinite and semi-definite programming problem (\( P_\lambda \)):

\[
\min \lambda \quad \text{s.t.} \quad \begin{cases} 
\lambda I - A_0 - \int_T u(t)A(t) \, dt \geq 0, \\
u(t) \geq 0, \quad t \in T, \quad \lambda \in \mathbb{R}.
\end{cases}
\]
Table 2. Numerical results.

<table>
<thead>
<tr>
<th>n</th>
<th>Time (max)</th>
<th>No. of SDP(max)</th>
<th>Iteration (max)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0038.5(0038.9)</td>
<td>4.4(5.0)</td>
<td>08.0(14.8)</td>
</tr>
<tr>
<td>20</td>
<td>0152.3(0153.9)</td>
<td>4.4(6.0)</td>
<td>08.3(23.2)</td>
</tr>
<tr>
<td>40</td>
<td>0606.7(0611.7)</td>
<td>4.2(5.0)</td>
<td>11.4(19.0)</td>
</tr>
<tr>
<td>60</td>
<td>1402.3(1483.5)</td>
<td>4.1(5.0)</td>
<td>10.5(18.6)</td>
</tr>
<tr>
<td>80</td>
<td>2474.1(2482.6)</td>
<td>4.2(5.0)</td>
<td>07.9(12.0)</td>
</tr>
<tr>
<td>100</td>
<td>3886.5(3894.2)</td>
<td>4.1(5.0)</td>
<td>07.8(10.0)</td>
</tr>
</tbody>
</table>

Suppose that $A(\cdot)$ is a continuous function of variable $t$. The Lagrangian function of $(P_\lambda)$ is

$$L(X, \lambda, \mu) = \lambda - \left[ \lambda I - A_0 - \int_T u(t)A(t)\,dt \right] \cdot X.$$ 

The Lagrangian dual problem is

$$d^* = \max_{\lambda \geq 0} \min_{u(t) \geq 0; t \in T, \lambda \in \mathbb{R}} \left\{ \lambda - \left[ \lambda I - A_0 - \int_T u(t)A(t)\,dt \right] \cdot X \right\}$$

$$= \max_{\lambda \geq 0} \left\{ A_0 \cdot X + (1 - I \cdot X)\lambda + \int_T u(t)A(t) \cdot X\,dt \right\}.$$ 

Thus, by the continuity of $A(\cdot)$, the Lagrangian dual problem of $(P_\lambda)$ can be rewritten as $(D_\lambda)$:

$$\max A_0 \cdot X \quad \text{s.t.,} \begin{cases} A(t) \cdot X \geq 0, & t \in T, \\ I \cdot X = 1, \\ X \geq 0. \end{cases} \quad (D_\lambda)$$

If the optimal solution $\hat{X}$ of $(D_\lambda)$ exists, then $\lambda^* = A_0 \cdot \hat{X}$. Thus, the minimax eigenvalue $\lambda^*$ of the solution $X(u)$ of the differential equation can be obtained by computing the optimal value of the Lagrangian dual problem of $(D_\lambda)$. It follows from dual feasibility that the eigenvectors for the optimal eigenvalues are found as the columns of $\hat{X}$.

Let $T = [1, 3]$ and let $A_0$ and $A(t)$, $t \in T$, be symmetric matrices of size $n$. Each element of $A_0$ is a number randomly generated between $-3$ and $3$. Each element of $A(t)$ is a $q$th order polynomial of variable $t$, of which each coefficient is a number randomly generated between $-3$ and $3$. Take $N = 11$, that is, when the number of partition point of the interval $T$ is greater than $2^{11} = 2048$, we stop the algorithm. For $q = 6$, 10 test problems with each $n$ are randomly generated and computed. The results on average are summarised in Table 2.
From Tables 1 and 2, we know that the average number of \((P_k)\) computed and the average number of iterations to compute \((P_k)\) are independent of the size \(n\) of matrices. Obviously, when the size \(n\) of matrices increases, the average time to compute each problem also increases. We also observe that the average number of iterations to compute all \((P_k)\) for semi-infinite eigenvalue problems is less than that to compute all \((P_k)\) for relaxations of quadratically constrained semi-infinite quadratic programming problems corresponding to the same \(n\). We note that feasible solutions of semi-infinite eigenvalue problems are required to satisfy the equality equation \(I \bullet X = 1\), while feasible solutions of relaxations of quadratically constrained semi-infinite quadratic programming problems are required to satisfy the equality equation \(E_{00} \bullet X = 1\).

5. Conclusion

In this paper, we proposed a discretisation algorithm with an adaptive scheme for solving a class of combined semi-infinite and semi-definite programming problems. The proposed scheme is very general and flexible. In the discretisation algorithm, we only find an inexact optimal solution of each subproblem. When the partition number of the parametric interval \(\mathcal{T}\) increases, it is not necessary to add any inequality constraint. We may regard this case as dropping unnecessary constraints, that is, our discretisation algorithm allows us to explore the possibility of combining the use of “approximate solutions” for each subproblem and the idea of “dropping unnecessary constraints” in each iteration. Semi-infinite eigenvalue problems and relaxation of quadratically constrained semi-infinite quadratic programming problems were effectively solved by the algorithm.
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