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Abstract

In this paper we prove the existence of solutions for hyperbolic hemivariational inequalities and then investigate optimal control problems for some convex cost functionals.

1. Introduction

In this paper we shall study the following optimal control problem:

\[
\text{Minimise } J(y, u, v)
\]

subject to a hyperbolic hemivariational inequality of the form

\[
\begin{cases}
y''(t) - \alpha \Delta y'(t) - \beta \Delta y(t) + \Xi(t) = Bu(t) & \text{a.e. } t \in (0, T), \\
y(t) = 0 & \text{on } \Gamma, \\
y(0) = y_0, \quad y'(0) = y_1, \\
\Xi(x, t) \in \varphi(x, t, v(x, t), y'(x, t)) & \text{a.e. } (x, t) \in Q,
\end{cases}
\]

where \( \Omega \) is a bounded domain in \( \mathbb{R}^n (n \geq 1) \) with sufficiently smooth boundary \( \Gamma = \partial \Omega \), \( Q = \Omega \times (0, T) \), \( y' = \partial y / \partial t \), \( y'' = \partial^2 y / \partial t^2 \), \( \Delta y = \sum_{i=1}^{n} \partial^2 y / \partial x_i^2 \), and \( \alpha \) and \( \beta \) are positive real numbers. Here \( \varphi \) is a discontinuous and nonlinear multi-valued mapping by filling in jumps of a locally bounded function \( b \), \( u \) and \( v \) denote the control variables, \( B \) is a bounded linear operator and the cost functional \( J(y, u, v) \) is given by

\[
J(y, u, v) = \int_0^T \{ g(y(t)) + h(u(t), v(t)) \} \, dt,
\]
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where \( g \) and \( h \) are convex functionals. From a physical point of view, \( y \) in (1.1) represents displacement, \( y' \) velocity and \( y'' \) acceleration. Recently, the theory of variational inequalities, which is closely related to the convexity of the energy functionals involved, has been considerably developed and optimal control problems for such variational inequalities have been investigated by many authors [1, 2, 8, 19]. It is well known that the existence of solutions for variational inequalities is based on monotonicity arguments and the derivation of the necessary optimality conditions is based on the subdifferentials of convex analysis [1]. On the other hand, following the work of Duvaut and Lions [4], several new types of variational problems in an inequality form have been investigated. The background of these variational problems is in physics, especially in solid mechanics, where nonconvex, nonmonotone and multi-valued constitutive laws lead to hemivariational inequalities. We refer to [12] and [14] to see some applications of hemivariational inequalities. The existence of solutions for hemivariational inequalities has been proved by some authors [9, 10, 13, 16, 17, 18]. But there is not much literature dealing with optimal control problems for hemivariational inequalities and as far as we know there is no literature deriving the necessary optimality conditions for the corresponding optimal control problems because these are more complicated than those for variational inequalities due to the lack of convexity of the energy functionals. Haslinger and Panagiotopoulos [6] proved the existence of optimal controls for coercive hemivariational inequalities and Migórski and Ochal [11] showed the existence of optimal control pairs for parabolic hemivariational inequalities. Panagiotopoulos [15] considered an application problem for hyperbolic hemivariational inequalities with a multi-valued reaction-velocity law such as the last inequality of (1.1). Motivated by his work, we attempt to prove the existence of solutions for hyperbolic hemivariational inequalities of the form (1.1) and the existence of optimal control pairs for the optimal control problem (P) (see Section 4 below).

The plan of this paper is as follows. In Section 2, assumptions and notation are given. In Section 3, the existence of a solution to the problem (1.1) is proved using the Faedo-Galerkin method and finally in Section 4 the existence of solutions to the optimal control problem (P) is investigated.

### 2. Assumptions and notation

Throughout this paper we denote

\[
(y, z) = \int_{\Omega} y(x)z(x) \, dx \quad \text{and} \quad \|y\|^2 = \int_{\Omega} |y(x)|^2 \, dx.
\]

We denote by \( \langle \cdot, \cdot \rangle \) the dual pairing between \( H_0^1(\Omega) \) and \( H^{-1}(\Omega) \). Let \( U \) be a real Hilbert space of variable \( u \), \( L^2(\Omega) \) a space of variable \( v \), and \( \mathbb{W}_{ad} \times \mathbb{W}_{ad} \) a nonempty
subset of $L^2(0, T; U) \times L^2(Q)$. We denote by $\| \cdot \|_X$ the norm of a Banach space $X$. Now we assume the following conditions concerning (1.1)–(1.2).

**HYPOTHESIS (Hyp.b).** $b : Q \times \mathbb{R}^2, b(x, t, \eta, \xi) \to \mathbb{R}$ is a locally bounded function satisfying the following conditions:

(i) $b$ is continuous in $\eta$ uniformly with respect to $\xi$, that is, there exists $\epsilon_0 > 0$ such that for all $(x, t, \eta, \xi) \in Q \times \mathbb{R}^2$ and for all $\delta > 0$, there exists $\gamma = \gamma(\delta, x, t, \eta, \xi) > 0$ such that $|b(x, t, \eta, \xi) - b(x, t, \eta', \xi')| < \delta$ if $|\eta - \eta'| < \gamma$ and $|\xi - \xi'| < \epsilon_0$.

(ii) $(x, t) \to b(x, t, \eta, \xi)$ is continuous on $Q$ for all $\eta \in \mathbb{R}$ and a.e. $\xi \in \mathbb{R}$.

(iii) $(x, t, \xi) \to b(x, t, \eta, \xi)$ is measurable in $Q \times \mathbb{R}$ for all $\eta \in \mathbb{R}$.

(iv) $|b(x, t, \eta, \xi)| \leq \mu_0(x, t) + \mu_1(1 + |\eta| + |\xi|)$, for all $(x, t, \eta, \xi) \in Q \times \mathbb{R}^2$ with a nonnegative function $\mu_0 \in L^2(Q)$ and a positive constant $\mu_1$.

The multi-valued function $\varphi : Q \times \mathbb{R}^2 \to 2^\mathbb{R}$ is obtained by filling in jumps of a function $b(x, t, \eta, \cdot) : \mathbb{R} \to \mathbb{R}$ by means of the functions $\underline{b}, \overline{b}, \underline{b}, \overline{b} : \mathbb{R} \to \mathbb{R}$ as follows:

$$
\underline{b}(x, t, \eta, \xi) = \inf_{|s| \leq \varepsilon} b(x, t, \eta, s), \quad \overline{b}(x, t, \eta, \xi) = \sup_{|s| \leq \varepsilon} b(x, t, \eta, s),
$$

$$
\underline{b}(x, t, \eta, \xi) = \lim_{\varepsilon \to 0^+} \underline{b}(x, t, \eta, \xi), \quad \overline{b}(x, t, \eta, \xi) = \lim_{\varepsilon \to 0^+} \overline{b}(x, t, \eta, \xi),
$$

$$
\psi(x, t, \eta, \xi) = [b(x, t, \eta, \xi), \overline{b}(x, t, \eta, \xi)].
$$

**REMARK 2.1.** Let $j : Q \times \mathbb{R}^2 \to \mathbb{R}$ be a locally Lipschitz continuous function with respect to the last variable obtained from $b$ by integration, that is,

$$j(x, t, \eta, \xi) = \int_0^\xi b(x, t, \eta, \tau) d\tau.
$$

Then the following relation holds [6]:

$$
\varphi(x, t, \eta, \xi) = \partial j(x, t, \eta, \xi),
$$

where $\partial$ denotes the generalised gradient of Clarke (see for example [1] for the definition of and the relevant results for Clarke’s generalised gradient).

We shall need a regularisation of $b$ defined by

$$
b^m(x, t, \eta, \xi) = m \int_{-\infty}^\infty b(x, t, \eta, \xi - \tau) \rho(m\tau) \, d\tau,
$$

where $\rho \in C_0^\infty((-1, 1)), \rho \geq 0$ and $\int_{-1}^1 \rho(\tau) \, d\tau = 1$. 
Remark 2.2. It is easy to show that $b^n(x, t, \eta, \xi)$ is continuous in $t$ for all $m \in \mathbb{N}$ and that $\bar{b}, \tilde{b}, \bar{b}, \tilde{b}$ satisfy the same condition (Hyp.b) (iv) with possibly different constants if $b$ satisfies (Hyp.b) (iv). So, in the remainder of this paper, we denote different constants by the same symbol as original constants.

**Hypothesis** (Hyp.B). $B : L^2(0, T; U) \to L^2(0, T; L^2(\Omega))$ is a bounded linear operator.

**Hypothesis** (Hyp.U). $\mathcal{U}_{ad}$ is a closed convex subset of $L^2(0, T; U)$ and $\mathcal{W}_{ad}$ is a compact subset of $L^2(Q)$.

**Hypothesis** (Hyp.g). $g : L^2(\Omega) \to \mathbb{R}$ is proper, convex and continuous. Moreover there exists $k_1 > 0$ and $k_2 \in \mathbb{R}$ such that $g(y) \geq k_1\|y\| + k_2$, for all $y \in L^2(\Omega)$.

**Hypothesis** (Hyp.h). $h : U \times L^2(\Omega) \to \mathbb{R}$ is proper, convex and lower semicontinuous functional satisfying $h(u, v) \geq k_3(\|u\|^2_U + \|v\|^2) + k_4$, for all $(u, v) \in U \times L^2(\Omega)$ and for some $k_3 > 0$ and $k_4 \in \mathbb{R}$.

For details on the definition of convexity and lower semicontinuity of functionals and the relevant results, we refer the readers to [3, 5].

**Definition.** Given $(u, v) \in L^2(0, T; U) \times L^2(Q)$, $y_0 \in H^1_0(\Omega)$ and $y_1 \in L^2(\Omega)$, $y$ is said to be a solution of (1.1) if $y \in L^\infty(0, T; H^1_0(\Omega))$, $y' \in L^\infty(0, T; L^2(\Omega)) \cap L^2(0, T; H^1(\Omega))$, $y'' \in L^2(0, T; H^{-1}(\Omega))$, there exists $\Xi \in L^2(0, T; L^2(\Omega))$ and the following identities hold:

\[
\int_0^t (y''(s), w) \, ds + \alpha \int_0^t (\nabla y'(s), \nabla w) \, ds + \beta \int_0^t (\nabla y(s), \nabla w) \, ds
\]
\[
+ \int_0^t (\Xi(s), w) \, ds = \int_0^t (Bu(s), w) \, ds, \quad \forall t \in [0, T], \forall w \in H^1_0(\Omega),
\]
\[
\Xi(x, t) \in \varphi(x, t, v(x, t), y'(x, t)) \quad \text{a.e.} \quad (x, t) \in Q,
\]
\[
y(0) = y_0, \quad y'(0) = y_1.
\]

3. Existence results for hemivariational inequalities

In this section we are going to show the existence of solutions to the problem (1.1) using the Faedo-Galerkin approximation.

**Theorem 3.1.** Assume that (Hyp.b) and (Hyp.B) hold. Let $(u, v) \in L^2(0, T; U) \times L^2(Q)$ and $(y_0, y_1) \in H^1_0(\Omega) \times L^2(\Omega)$. Then the problem (1.1) has a solution.
PROOF. We represent by \( \{ w_j \}_{j \geq 1} \) a basis in \( H_0^1(\Omega) \) which is orthogonal in \( L^2(\Omega) \). Let \( V_m \) be the space generated by \( w_1, w_2, \ldots, w_m \). We may choose \((y_{0m})\) and \((y_{1m})\) in \( V_m \) such that \( y_{0m} \to y_0 \) in \( H_0^1(\Omega) \) and \( y_{1m} \to y_1 \) in \( L^2(\Omega) \). Let \( y_m(t) = \sum_{j=1}^m g_{jm}(t)w_j \) be the solution to the Cauchy problem:

\[
(y''_m(t), w) + \alpha(\nabla y'_m(t), \nabla w) + \beta(\nabla y_m(t), \nabla w) + (b''_m(t, v(t), y'_m(t)), w) = (Bu(t), w), \quad \forall w \in V_m, \]

\[
y_m(0) = y_{0m}, \quad y'_m(0) = y_{1m}. \tag{3.2}
\]

By standard differential equation methods, we can prove the existence of a solution to (3.1)–(3.2) on some interval \([0, t_m] \). This solution can then be extended to the closed interval \([0, T] \) using the a priori estimates below.

**Step 1: A priori estimates.** Replacing \( w \) by \( y'_m(t) \) in (3.1), we get

\[
\frac{1}{2} \frac{d}{dt} \| y'_m(t) \|^2 + \alpha \| \nabla y'_m(t) \|^2 + \frac{\beta}{2} \frac{d}{dt} \| \nabla y_m(t) \|^2 = -(b''_m(t, v(t), y'_m(t)), y'_m(t)) + (Bu(t), y'_m(t)). \tag{3.3}
\]

By (Hyp.b) (iv), there exists \( c_1 > 0 \) such that

\[
\int_0^t \| b'_m(s, v(s), y'_m(s)) \|^2 \, ds = \int_0^t \int_\Omega |b'_m(x, s, v(x, s), y'_m(x, s))|^2 \, dx \, ds \leq 2 \| \mu_0 \|^2_{L^2(\Omega)} + 2 \mu_1^2 \int_0^t \int_\Omega (1 + |v(x, s)| + |y'_m(x, s)|)^2 \, dx \, ds \leq c_1 + 2 \mu_1^2 \int_0^t \| y'_m(s) \|^2 \, ds \tag{3.4}
\]

and hence

\[
\left| \int_0^t (b'_m(s, v(s), y'_m(s)), y'_m(s)) \, ds \right| \leq \left( \int_0^t \| b'_m(s, v(s), y'_m(s)) \|^2 \, ds \right)^{1/2} \left( \int_0^t \| y'_m(s) \|^2 \, ds \right)^{1/2} \leq \frac{1}{2} \left( c_1 + (2 \mu_1^2 + 1) \int_0^t \| y'_m(s) \|^2 \, ds \right) \tag{3.5}
\]

By (3.3) and (3.5), we have

\[
\frac{1}{2} \| y'_m(t) \|^2 + \frac{\beta}{2} \| \nabla y_m(t) \|^2 + \alpha \int_0^t \| \nabla y'_m(s) \|^2 \, ds
\]
\[
\frac{1}{2} \|y_m\|^2 + \frac{\beta}{2} \|\nabla y_m\|^2 + \frac{1}{2} \int_0^t \|Bu(s)\|^2 \, ds + \frac{1}{2} \int_0^t \|y'_m(s)\|^2 \, ds
\]
\[
+ \frac{1}{2} \left\{ c_1 + (2\mu_1 + 1) \int_0^t \|\nabla y_m(s)\|^2 \, ds \right\}
\]
\[
\leq C + C \int_0^t \|y'_m(s)\|^2 \, ds. \tag{3.6}
\]

Here and in what follows we use \(C\) to denote a generic constant independent of \(m\).

Gronwall’s inequality implies that
\[
\|y'_m(t)\|^2 + \|\nabla y_m(t)\|^2 + \int_0^t \|\nabla y'_m(s)\|^2 \, ds \leq C. \tag{3.7}
\]

From (3.4) and (3.7) we also get
\[
\int_0^t \|b^m(s, v(s), y'_m(s))\|^2 \, ds \leq C. \tag{3.8}
\]

So we can extend the solutions \(y_m(t)\) to the whole interval \([0, T]\). Finally we will obtain an estimate for \(y''_m\). From (3.1), we get for all \(w \in V_m\),
\[
|y''_m(t, w)| = \left| -\alpha(\nabla y'_m(t), \nabla w) - \beta(\nabla y_m(t), \nabla w)
- (b^m(t, v(t), y'_m(t)), w) + (Bu(t), w) \right|. \tag{3.9}
\]

So, by a density argument, we have from (3.7)–(3.9) that
\[
(y''_m) \text{ is bounded in } L^2(0, T; H^{-1}(\Omega)). \tag{3.10}
\]

**Step 2: Passage to the limit.** From the a priori estimates (3.7), (3.8) and (3.10), we have subsequences (in what follows we denote subsequences by the same symbols as original sequences) such that
\[
\begin{align*}
\{ y_m \} & \rightarrow y \quad \text{weakly* in } L^\infty(0, T; H^1_0(\Omega)), \\
\{ y'_m \} & \rightarrow y' \quad \text{weakly in } L^2(0, T; H^1_0(\Omega)) \text{ and} \\
\{ y''_m \} & \rightarrow y'' \quad \text{weakly in } L^\infty(0, T; L^2(\Omega)), \\
\{ b^m(v, y'_m) \} & \rightarrow \Xi \quad \text{weakly in } L^2(0, T; L^2(\Omega)).
\end{align*} \tag{3.11}
\]

Now we can take the limit \(m \rightarrow \infty\) in (3.1). Therefore we obtain
\[
\begin{align*}
(y''(t, w) + \alpha(\nabla y'(t), \nabla w) + \beta(\nabla y(t), \nabla w) + (\Xi(t), w) \\
= (Bu(t), w), \quad \forall w \in H^1_0(\Omega). \tag{3.12}
\end{align*}
\]
Step 3: $y$ is a solution of (1.1). Let $\phi \in C^1([0, T])$ with $\phi(T) = 0$. By replacing $v$ by $\phi(t)w_j$ in (3.1) and integrating by parts the result over $(0, T)$, we have

$$- \int_0^T (y'_m(t), \phi'(t)w_j) \, dt + \alpha \int_0^T (\nabla y'_m(t), \phi(t)\nabla w_j) \, dt + \langle y_{1m}, \phi(0)w_j \rangle$$

$$+ \beta \int_0^T (\nabla y_m(t), \phi(t)\nabla w_j) \, dt + \int_0^T (b^m(t, v(t), y'_m(t)), \phi(t)w_j) \, dt$$

$$= \int_0^T (Bu(t), \phi(t)w_j) \, dt. \quad (3.13)$$

Similarly from (3.12) we get

$$- \int_0^T (y'(t), \phi'(t)w_j) \, dt + \alpha \int_0^T (\nabla y'(t), \phi(t)\nabla w_j) \, dt + \langle y'(0), \phi(0)w_j \rangle$$

$$+ \beta \int_0^T (\nabla y(t), \phi(t)\nabla w_j) \, dt + \int_0^T (\Xi(t), \phi(t)w_j) \, dt$$

$$= \int_0^T (Bu(t), \phi(t)w_j) \, dt. \quad (3.14)$$

Comparing (3.13) and (3.14) we infer that

$$\lim_{m \to \infty} \langle y_{1m} - y'(0), w_j \rangle = 0, \quad j = 1, 2, \ldots.$$ 

This implies that $y_{1m} \to y'(0)$ weakly in $H^{-1}(\Omega)$. By the uniqueness of the limit, $y'(0) = y_1$. Analogously, taking $\phi \in C^2([0, T])$ with $\phi(T) = \phi'(T) = 0$, we can obtain that $y(0) = y_0$. Next we will show that $\Xi(x, t) \in \varphi(x, t, v(x, t), y'(x, t))$ a.e. $(x, t) \in Q$. By (3.11) and the Aubin-Lions compactness lemma [7], we get

$$y'_m \to y' \quad \text{strongly in } L^2(0, T; L^2(\Omega))$$

and hence

$$y'_m(x, t) \to y'(x, t) \quad \text{a.e. } (x, t) \in Q.$$ 

Let $\eta > 0$. Using the theorems of Luzin and Egoroff, we can choose a subset $\omega \subset Q$ such that $\text{meas}(\omega) < \eta$, $y' \in L^\infty(\Omega \setminus \omega)$ and $y'_m \to y'$ uniformly on $\Omega \setminus \omega$. Thus, for each $\epsilon > 0$, there is an $N > 2/\epsilon$ such that $|y'_m(x, t) - y'(x, t)| < \epsilon/2$, for all $(x, t) \in \Omega \setminus \omega$ and $m > N$. Then, if $|y'_m(x, t) - s| < 1/m$, we have $|y'(x, t) - s| < \epsilon$ for all $m > N$ and $(x, t) \in Q \setminus \omega$. Therefore we have

$$b_-(x, t, v(x, t), y'(x, t)) \leq b^m(x, t, v(x, t), y'_m(x, t))$$

$$\leq \overline{b_-(x, t, v(x, t), y'(x, t))},$$
for all \( m > N \) and \((x, t) \in Q \setminus \omega\). Let \( \phi \in L^2(Q) \), \( \phi \geq 0 \). Then
\[
\begin{align*}
\int_{Q, \omega} b_m(x, t, v(x, t), y'(x, t))\phi(x, t) \, dx \, dt & \leq \int_{Q, \omega} b_m(x, t, v(x, t), y'_m(x, t))\phi(x, t) \, dx \, dt \\
& \leq \int_{Q, \omega} b_e(x, t, v(x, t), y'(x, t))\phi(x, t) \, dx \, dt.
\end{align*}
\] (3.15)

Letting \( m \to \infty \) in (3.15) and using (3.11), we obtain
\[
\begin{align*}
\int_{Q, \omega} b_e(x, t, v(x, t), y'(x, t))\phi(x, t) \, dx \, dt & \leq \int_{Q, \omega} \bar{b}_e(x, t, v(x, t), y'(x, t))\phi(x, t) \, dx \, dt.
\end{align*}
\] (3.16)

Letting \( \epsilon \to 0^+ \) in (3.16), we infer that \( \bar{b}(x, t) \in \varphi(x, t, v(x, t), y'(x, t)) \) a.e. in \( Q \setminus \omega \), and letting \( \eta \to 0^+ \) we get \( \bar{b}(x, t) \in \varphi(x, t, v(x, t), y'(x, t)) \) a.e. in \( Q \). Therefore the proof of Theorem 3.1 is complete.

\[\square\]

4. Existence of the solutions of the optimal control problem

We denote by \( \mathcal{S}(u, v) \) the set of all solutions of the problem (1.1) for a given \((u, v) \in \mathcal{U}_{ad} \times \mathcal{W}_{ad}\). Theorem 3.1 implies that \( \mathcal{S}(u, v) \neq \emptyset \) for any \((u, v) \in \mathcal{U}_{ad} \times \mathcal{W}_{ad}\). Let us consider the following optimal control problem (P):

\[
\text{Minimise } \{ J(y, u, v) : (u, v) \in \mathcal{U}_{ad} \times \mathcal{W}_{ad}, \ y \in \mathcal{S}(u, v) \}. \quad \text{(P)}
\]

For our purpose we need the following proposition.

**Proposition 4.1.** For a given \((u, v) \in \mathcal{U}_{ad} \times \mathcal{W}_{ad}\), the following estimate holds:
\[
\sup_{y \in \mathcal{S}(u,v)} \left\{ \|y\|_{L^\infty(0,T; H^1_0(\Omega))} + \|y'\|_{L^\infty(0,T; L^2(\Omega))} + \|y''\|_{L^1(0,T; L^2(\Omega))} + \|y'''\|_{L^1(0,T; L^2(\Omega))} \right\} \leq c(y_0, y_1) + C \left( \|v\|_{L^2(0,T; L^2(\Omega))} + \|u\|_{L^2(0,T; L^2(\Omega))} \right),
\]
where \( C > 0 \) and \( c(y_0, y_1) \) is a positive constant depending on the initial data \( y_0 \) and \( y_1 \).
Proof. Let \( y \in \mathcal{S}(u, v) \), then \( y \) satisfies (2.1)–(2.3). Replacing \( w \) by \( y'(s) \) in (2.1) and using Young's inequality, we get

\[
\frac{1}{2} \| y'(t) \|^2 + \frac{\beta}{2} \| \nabla y(t) \|^2 + \alpha \int_0^t \| \nabla y'(s) \|^2 \, ds \\
\leq c(y_0, y_1) + \frac{1}{2} \int_0^t \| Bu(s) \|^2 \, ds + \frac{1}{2} \int_0^t \| \Xi(s) \|^2 \, ds + \int_0^t \| y'(s) \|^2 \, ds. \tag{4.1}
\]

By the assumption on \( b \) (see (Hyp.b) (iv)) and Remark 2.2, we can easily show that

\[
\int_0^t \| \Xi(s) \|^2 \, ds \leq C + C \left\{ \int_0^t (\| y'(s) \|^2 + \| v(s) \|^2) \, ds \right\}. \tag{4.2}
\]

By the Gronwall lemma, we get from (4.1)–(4.2) that

\[
\frac{1}{2} \| y'(t) \|^2 + \| \nabla y(t) \|^2 + \int_0^t \| \nabla y'(s) \|^2 \, ds \\
\leq c(y_0, y_1) + C \left\{ \int_0^t (\| v(s) \|^2 + \| Bu(s) \|^2) \, ds \right\}. \tag{4.3}
\]

Moreover, we have from (2.1) that for all \( w \in H_0^1(\Omega) \) and \( t \in [0, T] \)

\[
\int_0^t \langle y''(s), w \rangle \, ds = -\alpha \int_0^t (\nabla y'(s), \nabla w) \, ds - \beta \int_0^t (\nabla y(s), \nabla w) \, ds \\
- \int_0^t (\Xi(s), w) \, ds + \int_0^t (Bu(s), w) \, ds.
\]

By (4.2) and (4.3), we infer that

\[
\| y'' \|^2_{L^2(0, T; H^{-1}(\Omega))} \leq c(y_0, y_1) + C \left\{ \int_0^t (\| v(s) \|^2 + \| Bu(s) \|^2) \, ds \right\}. \tag{4.4}
\]

Since \( B \) is a bounded linear operator, (4.3) and (4.4) complete the proof of Proposition 4.1. \qed

Theorem 4.2. Assume that the conditions of Theorem 3.1, (Hyp.U), (Hyp.g) and (Hyp.h) hold. Then the optimal control problem \( (P) \) has at least one solution.

Proof. Let \( d = \inf \{ J(y, u, v) \mid (u, v) \in \mathcal{U}_{ad} \times \mathcal{W}_{ad}, y \in \mathcal{S}(u, v) \} \). By the assumptions on \( g \) and \( h \), it is clear that \( d > -\infty \). Let \( (y_n, u_n, v_n) \in \mathcal{S}(u_n, v_n) \times \mathcal{U}_{ad} \times \mathcal{W}_{ad} \) be a minimising sequence, that is,

\[
\int_0^t \langle y''_n(s), w \rangle \, ds + \alpha \int_0^t (\nabla y'_n(s), \nabla w) \, ds
\]
\[ + \beta \int_0^t (\nabla y_n(s), \nabla w) \, ds + \int_0^t \langle \Xi_n(s), w \rangle \, ds \]
\[ = \int_0^t (Bu_n(s, w) \, ds, \quad \forall t \in [0, T], \forall w \in H^1_0(\Omega), \quad (4.5) \]
\[ \Xi_n(x, t) \in \varphi(x, t, v_n(x, t), y_n(x, t)) \text{ a.e. } (x, t) \in Q, \quad (4.6) \]
\[ y_n(0) = y_0, \quad y_n'(0) = y_1 \quad (4.7) \]
and
\[ d \leq J(y_n, u_n, v_n) \leq d + 1/n, \quad n = 1, 2, 3, \ldots \quad (4.8) \]

From (Hyp.b), \((u_n, v_n)\) is bounded in \(\mathcal{W}_{ad} \times \mathcal{W}_{ad} \subset L^2(0, T; U) \times L^2(Q)\). Accordingly a subsequence can be determined such that
\[ u_n \rightharpoonup u^* \text{ weakly in } L^2(0, T; U). \quad (4.9) \]

By (Hyp.U), \(\mathcal{W}_{ad}\) is weakly closed, and hence \(u^* \in \mathcal{W}_{ad}\). Also, since \(\mathcal{W}_{ad}\) is compact in \(L^2(Q)\) and \((v_n)\) is bounded in \(\mathcal{W}_{ad}\), we infer that
\[ v_n \rightharpoonup v^* \text{ strongly in } L^2(Q) \quad \text{and} \quad v^* \in \mathcal{W}_{ad}. \quad (4.10) \]

Therefore, by Proposition 4.1, we get
\[
\begin{cases}
(y_n) \text{ is bounded in } L^\infty(0, T; H^1_0(\Omega)), \\
(y'_n) \text{ is bounded in } L^\infty(0, T; L^2(\Omega)) \cap L^2(0, T; H^1_0(\Omega)),
\end{cases} \quad (4.11)
\]
\[
\begin{cases}
(y''_n) \text{ is bounded in } L^2(0, T; H^{-1}(\Omega)).
\end{cases}
\]

This together with the fact that \(\int_0^t ||\Xi_n(s)||^2 \, ds \leq C + C \int_0^t (||y'_n(s)||^2 + ||v_n(s)||^2) \, ds\) implies that \((\Xi_n)\) is bounded in \(L^2(0, T; L^2(\Omega))\). Therefore we get, along subsequences, that
\[
\begin{align*}
y_n & \rightarrow y^* \text{ weakly* in } L^\infty(0, T; H^1_0(\Omega)), \quad (4.12) \\
y'_n & \rightarrow y''^* \text{ weakly* in } L^\infty(0, T; L^2(\Omega)) \text{ and weakly in } L^2(0, T; H^1_0(\Omega)), \quad (4.13) \\
y''_n & \rightarrow y'''^* \text{ weakly in } L^2(0, T; H^{-1}(\Omega)), \quad (4.14) \\
\Xi_n & \rightarrow \Xi^* \text{ weakly in } L^2(0, T; L^2(\Omega)). \quad (4.15)
\end{align*}
\]

Therefore, using (4.9)--(4.15) and letting \(m \rightarrow \infty\) in (4.5), we conclude that
\[
\begin{align*}
\int_0^t \langle y'''(s), w \rangle \, ds + \alpha \int_0^t (\nabla y''(s), \nabla w) \, ds + \beta \int_0^t (\nabla y'(s), \nabla w) \, ds \\
+ \int_0^t (\Xi^*(s), w) \, ds = \int_0^t (Bu^*(s), w) \, ds, \quad \forall t \in [0, T], \forall w \in H^1_0(\Omega).
\end{align*}
\]
To show that \( y^* \in \mathcal{U}(u^*, v^*) \), it is sufficient to show that

\[
\mathcal{Y}(x, t) \in \mathcal{V}(x, t, v^*(x, t), y^*(x, t)) \quad \text{a.e.} \quad (x, t) \in Q.
\]

Indeed, by (4.13), (4.14) and the Aubin-Lions compactness lemma, we get \( y'_n \rightarrow y^* \) strongly in \( L^2(0, T; L^2(\Omega)) \) and hence \( y'_n(x, t) \rightarrow y^*(x, t) \) a.e. \((x, t) \in Q\). By the theorems of Lusin and Egoroff, for a given \( \eta > 0 \) we can choose a subset \( \omega \subset Q \) such that \( \operatorname{meas}(\omega) < \eta \) and \( y'_n \rightarrow y^* \) uniformly on \( Q \setminus \omega \). Thus, for each \( \epsilon > 0 \), there is a positive integer \( N \) such that \( |y'_n(x, t) - y^*(x, t)| < \epsilon/2 \), for all \((x, t) \in Q \setminus \omega \) and \( n > N \). On the other hand, (4.6) implies that

\[
\int_{Q \setminus \omega} b_{\epsilon/2}(x, t, v_n(x, t), y'_n(x, t)) \phi(x, t) \, dx \, dt \\
\leq \int_{Q \setminus \omega} [\mathcal{Y}](x, t) \phi(x, t) \, dx \, dt \\
\leq \int_{Q \setminus \omega} [\mathcal{B}_{\epsilon/2}](x, t, v_n(x, t), y'_n(x, t)) \phi(x, t) \, dx \, dt, \tag{4.16}
\]

for any \( \phi \in L^2(Q) \) with \( \phi \geq 0 \).

Noting that, for \( n > N \),

\[
b_{\epsilon/2}(x, t, v_n(x, t), y'_n(x, t)) = \operatorname{ess inf}_{|y-y'| \leq \epsilon/2} b(x, t, v_n(x, t), s)
\]

\[
\geq \operatorname{ess inf}_{|y-y'| \leq \epsilon} b(x, t, v_n(x, t), s)
\]

\[
= b_n(x, t, v_n(x, t), y^*(x, t))
\]

and

\[
[\mathcal{B}_{\epsilon/2}](x, t, v_n(x, t), y'_n(x, t)) = \operatorname{ess sup}_{|y-y'| \leq \epsilon/2} b(x, t, v_n(x, t), s)
\]

\[
\leq \operatorname{ess sup}_{|y-y'| \leq \epsilon} b(x, t, v_n(x, t), s)
\]

\[
= [\mathcal{B}_n](x, t, v_n(x, t), y^*(x, t)),
\]

we get from (4.16) that

\[
\int_{Q \setminus \omega} B_n(x, t, v_n(x, t), y^*(x, t)) \phi(x, t) \, dx \, dt \\
\leq \int_{Q \setminus \omega} \mathcal{Y}(x, t) \phi(x, t) \, dx \, dt \\
\leq \int_{Q \setminus \omega} [\mathcal{B}_n](x, t, v_n(x, t), y^*(x, t)) \phi(x, t) \, dx \, dt. \tag{4.17}
\]
Letting $n \to \infty$ in (4.17) and using (4.10) and (Hyp.b) (i), we conclude that

$$\int_{Q_n} b(x,t,v^*(x,t), y^{**}(x,t)) \phi(x,t) \, dx \, dt$$

$$\leq \int_{Q_n} \Xi^*(x,t) \phi(x,t) \, dx \, dt$$

$$\leq \int_{Q_n} \mathcal{P}_e(x,t,v^*(x,t), y^{**}(x,t)) \phi(x,t) \, dx \, dt. \quad (4.18)$$

Letting $\epsilon \to 0^+$ in (4.18), we infer that $\Xi^*(x,t) \in \varphi(x,t,v^*(x,t), y^{**}(x,t))$ a.e. in $Q \setminus \omega$, and letting $\eta \to 0^+$ we get $\Xi^*(x,t) \in \varphi(x,t,v^*(x,t), y^{**}(x,t))$ a.e. in $Q$. Hence $(y^*, u^*, v^*) \in \mathcal{S}(u^*, v^*) \times \mathcal{Y}_{ad} \times \mathcal{W}_{ad}$ is an admissible pair for problem (P).

Taking the limit $n \to \infty$ in (4.8) and using the lower semicontinuity of $J$, we conclude that

$$d \leq J(y^*, u^*, v^*) \leq \lim_{n \to \infty} J(y_n, u_n, v_n) \leq d.$$

Thus $(y^*, u^*, v^*)$ is a solution of the optimal control problem (P).  \[\square\]
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