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Abstract

A variation-of-constants formula is obtained for a linear abstract evolution equation in Hilbert space with unbounded perturbation and free term. As an application, the state of the abstract controlled system with unbounded mixed controls is explicitly given.

1. Introduction and main results

In this paper, we consider the following equation in some Hilbert space $X$:

$$y(t) = e^{-At}x + \int_0^t A^\alpha e^{-At(s-t)} \Phi y(s) \, ds + \int_0^t A^\beta e^{-At(s-t)} \Psi u(s) \, ds,$$  \hspace{1cm} (1.1)

where the parameters in (1.1) satisfy the following hypothesis:

$$(H) \quad -A \text{ generates an analytic semigroup } e^{-At} \text{ on } X \text{ with fractional power } A^\gamma \text{ being well-defined for all } \gamma \in \mathbb{R}, \alpha \in [0, 1) \text{ is fixed, } \Phi \in \mathcal{L}(X), \Psi \in \mathcal{L}(U, X) \text{ with } U \text{ being another Hilbert space, } x \in X \text{ and } u(\cdot) \in L^1_{loc}(0, \infty; U), \text{ the set of all locally integrable functions taking values in } U.$$

In control theory, people sometimes consider the control variable in the form of a state feedback plus another new control variable. The resulting inhomogeneous equation will have not only a perturbation but also a free term. The system will take the form of (1.1), in which $\alpha = 0$ corresponds to the bounded control case and $\alpha \in (0, 1)$ corresponds to the unbounded control case. For the bounded control case, [1, 6] (among others) established a variation-of-constants formula for (1.1).
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The controlled second-order parabolic equations in a bounded domain $\Omega \subset \mathbb{R}^n$ can be represented by

$$y(t) = e^{-At}x + \int_0^t A^\alpha e^{-A(t-s)} B v(s) \, ds,$$

(1.2)

where $B \in \mathcal{L}(U, X)$, and the relevant values of the constant $\alpha$ are as follows (see [4, 6], for example): $\alpha = 3/4 + \varepsilon, \forall \varepsilon > 0$, for Dirichlet boundary control with $U = L^2(\partial \Omega)$, $X = L^2(\Omega)$; $\alpha = 1/4 + \varepsilon, \forall \varepsilon > 0$, for Neumann boundary control with $U = L^2(\partial \Omega)$, $X = L^2(\Omega)$; and $\alpha/2 < \alpha < 1$, for pointwise control with $U = H^{-2\alpha}(\Omega), X = L^2(\Omega)$.

Let $v(\cdot) = Ky(\cdot) + u(\cdot)$ in (1.2). Then (1.2) becomes (1.1). A natural step is to represent the state $y(\cdot)$ in terms of the new control variable $u(\cdot)$.

In this paper, we will establish a variation-of-constants formula for the linear abstract evolution equation (1.1).

The following notation will be used hereafter: $-A + \Phi A^\alpha$ also (see [3, 8]) generates an analytic semigroup $G(\cdot) \triangleq e^{-\Theta}$ with infinitesimal generator $-\Theta$, there exists some $\lambda_0 > 0$ such that $\lambda_0 I \subset D(A^\alpha)$ for any $\gamma \in \mathbb{R}$.

Our main result can be stated as follows.

**Theorem.** Assume that the hypothesis (H) holds.

(I) The equation

$$y(t) = e^{-At}x + \int_0^t A^\alpha e^{-A(t-s)} \Phi y(s) \, ds$$

(1.3)

admits a unique solution $y(\cdot) \in C([0, \infty); X)$ for any initial condition $x \in X$. Define

$$S(t)x \triangleq y(t), \quad \forall x \in X, \ t \in [0, \infty).$$

(1.4)

Then $S(\cdot)$ is also an analytic semigroup with infinitesimal generator $-\widetilde{A}$ satisfying

$$\begin{align*}
\widetilde{A} &\triangleq A^\alpha (-A^{1-\alpha} + \Phi), \\
D(\widetilde{A}) &\triangleq \left\{ x \in D(A^{1-\alpha}) \mid (A^{1-\alpha} - \Phi)x \in D(A^\alpha) \right\}.
\end{align*}$$

(1.5)

Moreover, it holds that

$$S(t) = A^\alpha G(t) A^{-\alpha}, \quad \forall t \in [0, \infty).$$

(1.6)

(II) For any given $\beta \in (\alpha, 1)$, the solution of (1.2) can be expressed as

$$y(t) = e^{-\widetilde{A}t}x + \int_0^t \widetilde{A}^\beta_0 e^{-\widetilde{A}(t-s)} E(\alpha, \beta) \Psi u(s) \, ds,$$

(1.7)

where $E(\alpha, \beta)$ is the extension of $\widetilde{A}^\beta_0 A^\alpha$ on $X$. 


In the above, (1.7) is called a variation-of-constants formula for the abstract evolution equation (1.1).

The remainder of this paper is organized as follows. In Section 2 we prove (I) while in Section 3 we prove (II).

2. Some linear homogeneous equations

In this section, we will establish the unique existence of and obtain regularity properties for the solution of some homogeneous equations. These results will be later used to prove (I).

For any \( \gamma > 0 \), there exists a \( c_\gamma > 0 \) such that (see [8])

\[
\| A^\gamma e^{-A^\gamma t} \| \leq c_\gamma t^{-\gamma}, \quad \forall t > 0.
\]  

(2.1)

All the above properties also hold for the adjoint \( A^* \) of \( A \).

**Lemma 2.1.** It holds that

\[
D(A^{\gamma+\varepsilon}) \subset D([A - \Phi A^\gamma]^\varepsilon) \subset D(A^{\gamma-\varepsilon}), \quad \forall \gamma \in (0, 1), \varepsilon > 0.
\]  

(2.2)

For any given \( \beta \in (\alpha, 1) \), there exists a \( d_\beta > 0 \) such that

\[
\| A^\beta G(t) \| \leq d_\beta t^{-\beta}, \quad \forall t > 0.
\]  

(2.3)

**Proof.** From a corollary of Lemma 2.1 in [5], (2.2) and (2.3) follow.

**Lemma 2.2.** Suppose that \( S_1(\cdot) = e^{A_1} \) and \( S_2(\cdot) = e^{A_2} \) are \( C_0 \)-semigroups. If \( A_1 \subseteq A_2 \), then \( A_1 = A_2 \) and \( S_1(\cdot) = S_2(\cdot) \).

**Proof.** By the Hille-Yosida theorem, we have from \( A_1 \subseteq A_2 \) that there exists a \( \lambda_\gamma > 0 \) such that, for \( \text{Re} \lambda \geq \lambda_\gamma \),

\[
(\lambda I - A_1)^{-1} = (\lambda I - A_2)^{-1}.
\]  

(2.4)

Therefore Corollary 7.5 in [8, p. 29] implies that \( A_1 \) and \( A_2 \) generate the same \( C_0 \)-semigroup.

**Lemma 2.3.** For any given \( \xi \in X \),

\[
z(t) = e^{-A_1 t} \xi + \int_0^t e^{-A_2 (t-\tau)} \Phi A^\gamma z(\tau) d\tau, \quad t \geq 0,
\]  

(2.5)
admits a unique solution $z(\cdot) = G(\cdot)\xi$. Moreover,

$$
G(t-s)\xi = e^{-A(t-s)}\xi + \int_s^t e^{-A(t-r)} \Phi A^u G(r-s)\xi \, dr \\
= e^{-A(t-s)}\xi + \int_s^t G(t-r)\Phi A^u e^{-A(r-s)}\xi \, dr, \quad \forall \ 0 \leq s \leq t. \quad (2.6)
$$

**Proof.** Define $T \triangleq ((1-\alpha)/2c_u\|\Phi\|)^{\alpha-1}$ and

$$
F : L^1(0, T; D(A^u)) \to L^1(0, T; D(A^u))
$$
as follows:

$$
[Ff(\cdot)](\cdot) \triangleq e^{-A(\cdot)}\xi + \int_0^t e^{-A(t-s)} \Phi A^u f(s) \, ds, \quad \forall f(\cdot) \in L^1(0, T; D(A^u)). \quad (2.7)
$$

It follows from (2.1) and the Fubini theorem that

$$
\|Ff_1(\cdot) - Ff_2(\cdot)\|_{L^1(0, T; D(A^u))} \\
\leq c_u\|\Phi\| \int_0^T \int_0^t \|f_1(s) - f_2(s)\|_{D(A^u)} \frac{dt}{|t-s|^\alpha} ds dt \\
= c_u\|\Phi\| \int_0^T \int_0^T \frac{1}{|t-s|^\alpha} dt \|f_1(s) - f_2(s)\|_{D(A^u)} ds \\
\leq \frac{1}{2} \|f_1(\cdot) - f_2(\cdot)\|_{L^1(0, T; D(A^u))}, \quad \forall f_1(\cdot), f_2(\cdot) \in L^1(0, T; D(A^u)). \quad (2.8)
$$

The contraction mapping principle implies that (2.5) admits a unique solution $z(\cdot; \xi) \in C([0, T); X)$. Applying this principle in the same manner to $[T, 2T]$, $[2T, 3T]$, and so forth, we have that (2.5) admits a unique solution $z(\cdot; \xi) \in C([0, \infty); X)$.

Define the operators $Z(t)$ as follows:

$$
Z(t)\xi \triangleq z(t; \xi), \quad \forall \xi \in X, \ t \in [0, \infty). \quad (2.9)
$$

Then $Z(\cdot)$ satisfies the semigroup property. By (2.1), it holds that, for all $t \geq 0$,

$$
\|z(t; \xi)\|_{D(A^u)} \leq c_u t^{-\alpha}\|\xi\| + c_u\|\Phi\| \int_0^t (t-\tau)^{-\alpha}\|z(\tau; \xi)\|_{D(A^u)} d\tau. \quad (2.10)
$$

Thus, by the singular Gronwall inequality ([2, Lemma 7.1.1]), we obtain $Z(t) \in \mathcal{L}(X)$ for $t \in (0, \infty)$, which implies that $Z(\cdot)$ is a $C_0$-semigroup.

On the other hand, for any given $\xi \in D(A^u)$, it follows from (2.5) that, for all $t \geq 0$,

$$
\|z(t; \xi)\|_{D(A^u)} \leq e^{-At}\|\xi\|_{D(A^u)} + c_u\|\Phi\| \int_0^t (t-\tau)^{-\alpha}\|z(\tau; \xi)\|_{D(A^u)} d\tau. \quad (2.11)
$$
The singular Gronwall inequality and (2.5) implies that \( z(\cdot; \xi) \in C([0, \infty); D(A^\alpha)) \). Furthermore, for any \( \xi \in D(-A + \Phi A^\alpha) (= D(A)) \), (2.5) yields that
\[
\lim_{t \to 0^+} \frac{Z(t)\xi - \xi}{t} = -A\xi + \Phi A^\alpha\xi. \tag{2.12}
\]
Thus we have from Lemma 2.2 that \( z(\cdot; \xi) = G(\cdot)\xi \).

Next, let \( s \) be fixed and define
\[
w(t) \triangleq e^{-A(t-s)}\xi + \int_s^t G(t - r)\Phi A^\alpha e^{-A(t-r)}\xi \, dr. \tag{2.13}
\]
By the Fubini theorem and (2.5), it holds that
\[
\begin{align*}
\int_s^t e^{-A(t-r)}\Phi A^\alpha w(r) \, dr &= \int_s^t e^{-A(t-r)}\Phi A^\alpha e^{-A(t-r)}\xi \, dr \\
&\quad + \int_s^t e^{-A(t-r)}\Phi A^\alpha \int_s^r G(r - \sigma)\Phi A^\alpha e^{-A(\sigma-r)}\xi \, d\sigma \, dr \\
&\quad + \int_s^t \int_s^r e^{-A(t-r)}\Phi A^\alpha e^{-A(t-r)}\xi \, d\sigma \, dr \\
&\quad + \int_s^t [G(t - \sigma) - e^{-A(t-\sigma)}]\Phi A^\alpha e^{-A(\sigma-s)}\xi \, d\sigma \\
&\quad + \int_s^t G(t - \sigma)\Phi A^\alpha e^{-A(\sigma-s)}\xi \, d\sigma = w(t) - e^{-A(t-s)}\xi. \tag{2.14}
\end{align*}
\]
Then the uniqueness of the solution to (2.5) yields (2.6).

Now we will prove the analyticity of \( S(\cdot) \) in (1.4).

**Lemma 2.4.** For any initial condition \( x \in X \), (1.3) admits a unique solution \( y(\cdot) \in C([0, \infty); X) \). Moreover, \( S(\cdot) \) in (1.4) is an analytic semigroup with infinitesimal generator \(-\tilde{A}\) satisfying (1.5).

**Proof.** We can easily have from (2.1) and the singular Gronwall inequality that (1.3) admits a unique solution \( y(\cdot) \in C([0, \infty); X) \). On the other hand (see [5, Theorem 2.2]), \( S(t) \) is a \( C_0 \)-semigroup with infinitesimal generator \(-\tilde{A}\) satisfying (1.5).
By the perturbation theory of analytic semigroups (see [3, 8]),

\[ A_1 \triangleq -A^* + \Phi^*(A^*)^\omega \]  

(2.15)

also generates an analytic semigroup. In addition, \( D(A_1) = D(A^*) \).

By (1.5), it holds that

\[ \langle -\tilde{A}x, y \rangle = \langle x, A_1y \rangle, \quad \forall \, x \in D(\tilde{A}), \; y \in D(A_1). \]  

(2.16)

Thus \( A_1 \subseteq (\tilde{A})^* \). It follows from Lemma 2.2 that \( A_1 = (\tilde{A})^* \) and \( -\tilde{A} \) generates an analytic semigroup.

**PROOF OF (I).** Combining Theorem 2.2 in [5] and Lemma 2.4 yields (I).

### 3. A variation-of-constants formula

In this section, we will prove (II) so as to establish a variation-of-constants formula for the evolution equation (1.1).

**LEMMA 3.1.** For any initial condition \( \xi \),

\[ z(t) = e^{-At} \xi + \int_0^t e^{-A(t-s)} \Phi A^\omega z(s) \, ds + \int_0^t e^{-A(t-s)} \Psi u(s) \, ds \]  

(3.1)

admits a unique solution \( z(\cdot) \in L^1_{\text{loc}}[0, \infty; D(A^*)] \). Moreover, the solution can be represented by

\[ z(t) = G(t) \xi + \int_0^t G(t-s) \Psi u(s) \, ds, \quad \forall \, t \in [0, \infty). \]  

(3.2)

**PROOF.** The first part of the lemma can be proved similarly to Lemma 2.3. Define

\[ \tilde{z}(t) \triangleq G(t) \xi + \int_0^t G(t-s) \Psi u(s) \, ds, \quad \forall \, t \in [0, \infty). \]  

(3.3)

By (2.1) and Lemma 2.1, we have that \( \tilde{z}(\cdot) \in L^1_{\text{loc}}[0, \infty; D(A^*)] \). Therefore (3.3), Lemma 2.3 and the Fubini theorem imply that

\[
\begin{align*}
\int_0^t e^{-A(t-s)} \Phi A^\omega \tilde{z}(s) \, ds &= \int_0^t e^{-A(t-s)} \Phi A^\omega G(s) \xi \, ds \\
&\quad + \int_0^t \int_r^t e^{-A(t-s)} \Phi A^\omega G(s-r) \Psi u(r) \, ds \, dr \\
&= [G(t) - e^{-At}] \xi + \int_0^t [G(t-r) - e^{-A(t-r)}] \Psi u(r) \, dr \\
&= \tilde{z}(t) - e^{-At} \xi - \int_0^t e^{-A(t-s)} \Psi u(s) \, ds.
\end{align*}
\]

(3.4)

By the uniqueness of the solution to (3.1), (3.2) follows from (3.4).
LEMMA 3.2. For any given $\beta \in (\alpha, 1)$, there exists some $C_\beta > 0$ such that
\[
\|\tilde{A}_0^{-\beta} A^\alpha x\| \leq C_\beta \|x\|, \quad \forall x \in D(A^\alpha).
\] (3.5)

Denote by $E(\alpha, \beta)$ the extension of the operator $\tilde{A}_0^{-\beta} A^\alpha$ on $X$. Then it holds that
\[
A^\alpha G(t) = \tilde{\Lambda}_0^\alpha A^\alpha G(t) A^{-\alpha} E(\alpha, \beta), \quad \forall t \in (0, \infty).
\] (3.6)

PROOF: It has been proved from the proof of Lemma 2.4 that $\tilde{A}^* = A^* - \Phi^* A^\alpha E(\alpha, \beta)$. Lemma 2.1 in [5] implies $A^\alpha E(\alpha, \beta) \in \mathcal{L}(X)$. Obviously
\[
\langle \tilde{A}_0^{-\beta} A^\alpha x, y \rangle = \langle x, A^\alpha [A^* - \Phi^* A^\alpha E(\alpha, \beta)]^{-\beta} y \rangle, \quad \forall x \in D(A^\alpha), y \in X,
\] (3.7)

which yields (3.5). By (1.5) and (1.6), it holds that
\[
A^\alpha G(t) x = A^\alpha G(t) A^{-\alpha} \tilde{\Lambda}_0^{\alpha - \beta} \tilde{A}_0^{-\beta} A^\alpha x = S(t) \tilde{\Lambda}_0^{\alpha} E(\alpha, \beta) x
\]
\[
= \tilde{\Lambda}_0^{\alpha} S(t) E(\alpha, \beta) x, \quad \forall x \in D(A^\alpha), t \in (0, \infty).
\] (3.8)

Due to the density of $x \in D(A^\alpha)$ in $X$, (3.6) follows from (3.8).

PROOF OF (II). For any given $x \in X$, let $\xi = A^{-\alpha} x$. Lemma 3.1 tells us that (3.1) admits a unique solution $z(\cdot) \in L^1_{\text{loc}}[0, \infty; D(A^\alpha)]$. Thus $A^\alpha z(\cdot)$ is the unique solution to (1.1). Combining (1.6), (3.2) and (3.6) yields (II).
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