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Abstract

The diffusion equation is used to model and analyze sorption, a process used in the purification or separation of fluids. For the diffusion inside a spherical porous solid immersed in a limited-volume and well-stirred fluid, Ruthven [5], Crank [3] and, for the analogous flow of heat, Carslaw and Jaeger [2] give an eigenfunction expansion solution to the diffusion equation that provides accurate long-time solutions when only a few terms are used. However, to obtain the same accuracy for short-time solutions the number of eigenfunction terms required increases exponentially. An alternative error function solution of Carman and Haul [1] is accurate for sufficiently short times but not for long times. Although their solution is well quoted ([3],[4] and [6]), Carman and Haul do not provide a derivation in their paper. This paper provides a full derivation of the short-time solution of Carman and Haul that uses only the first term of a negative exponential series in the Laplace domain. It is shown that the accuracy and range of the short-time result is improved by the inclusion of additional terms of the negative exponential series. An analysis of short-time and long-time results is presented, together with recommendations as to their use.
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1. Introduction

In purification or separation of fluids processes involving sorption, the fluid is passed through an insoluble porous solid called a sorbent. With theoretical results that do not appear to agree with experimental data using activated carbon sorbents, Phillip Pendleton, from the Centre for Molecular and Materials Sciences, School of Pharmaceutical,
Molecular and Biomedical Sciences, University of South Australia, asked for our help with the mathematics, and recommended several readings including Ruthven [5] and Crank [3]. Ruthven uses the diffusion equation to model the transportation for isothermal single-component sorption within the micropores of a single adsorbent particle, idealized as a uniform sphere of radius $R$, immersed in bulk fluid — see Figure 1. Ruthven gives both a long-time solution and a short-time solution where the amount of solute transferred from the fluid is negligible, but only provides a long-time solution for a finite volume fluid where the concentration in the fluid varies significantly during the transfer of solute into the sphere. Crank provides a solution suitable for short times that is given, without a derivation, by Carman and Haul [1] in their discussion of the use of sorption from a finite-volume of well-stirred fluid to measure the diffusion coefficients in spherical, cylindrical and parallel-sided slab solids. The short-time solution is more suited for short dimensionless times, $\tau = Dt/R^2 < 0.2$, or for $t < 44$ hours where the diffusivity $D = 5 \times 10^{-20}$ m$^2$/s and $R = 2 \times 10^{-7}$ m. For notational convenience we express many relations in terms of $\omega = \tau^{1/2}$.

This paper is organized as follows. The mathematical model for diffusion inside a porous solid sphere immersed in a finite-volume and well-stirred liquid is given in Section 2, together with the short-time and long-time solutions. Section 3 provides a derivation of the short-time solution given by Carman and Haul, showing that the solution is a simplified version of a solution with an infinite number of exponential and error function terms. The accuracy of various versions of the short-time solution, with and without additional terms, and the long-time solution are discussed in Section 4. Conclusions and recommendations are given in Section 5.

2. Mathematical model and solutions

2.1. Model for diffusion in a sphere immersed in a finite volume

Consider a porous and uniform spherical solid of radius $R$, immersed in a well-stirred bulk liquid
of finite volume \( V \), excluding the volume of the particle. Assume the diffusivity, \( D \), to be constant so that the diffusion equation in spherical coordinates is

\[
\frac{\partial C(r, t)}{\partial t} = D \left( \frac{\partial^2 C(r, t)}{\partial r^2} + \frac{2}{r} \frac{\partial C(r, t)}{\partial r} \right),
\]  

(2.1)

where \( C(r, t) \) is the concentration of diffusing substance in the sphere. This assumption is acceptable, even if the diffusivity is concentration dependent, \( D = D(C) \), provided the uptake of the diffusing substance in the sphere is measured over a small enough change in concentration, \( C(r, t) \).

Since the bulk fluid is well stirred, the concentration of solute in the fluid is uniform and depends only on time. The total mass of solute transferring across the surface of the sphere per unit time is given by

\[
-4\pi R^2 D \left. \frac{\partial C(r, t)}{\partial r} \right|_{r=R},
\]

and is equal to the rate at which the total mass of diffusing substance in the sphere increases,

\[
V \left. \frac{\partial C(r, t)}{\partial t} \right|_{r=R}.
\]

Thus, if the initial concentration in the bulk liquid is \( C_0 \) and in the sphere is zero, we solve (2.1) in the form

\[
\frac{\partial (rC(r, t))}{\partial t} = D \frac{\partial^2 (rC(r, t))}{\partial r^2}, \quad 0 < r < R,
\]

(2.2)

for the following initial and boundary conditions:

\[
C(r, 0) = C_0^* = 0, \quad 0 < r < R, \quad (2.3)
\]

\[
C(R, 0) = C_0, \quad (2.4)
\]

\[
V \left. \frac{\partial C(r, t)}{\partial t} \right|_{r=R} = -D \left. \frac{\partial C(r, t)}{\partial r} \right|_{r=R}, \quad t > 0, \quad (2.5)
\]

\[
\left. \frac{\partial C(r, t)}{\partial r} \right|_{r=r_0} = 0, \quad t > 0. \quad (2.6)
\]

Boundary condition (2.6) is obtained by assuming symmetry of radial diffusion about the centre of the sphere.

If the initial equilibrium concentration in the sphere is not zero, \( C_0^* \neq 0 \), let \( U(r, t) = C(r, t) - C_0^* \), so that \( U(r, 0) = 0 \) and boundary condition (2.4) is replaced by \( U(R, 0) = C_0 - C_0^* \).
2.2. Short-time solution given by Crank

The following fractional uptake solution given by Crank [3], where \( m_t \) is the total increase in mass of diffusing substance in the sphere during time \( t \), expressed as a fraction of the total increase in mass of diffusing substance in the sphere after infinite time,

\[
\frac{m_t}{m_\infty} = (\alpha + 1) \left\{ 1 - \frac{\gamma_1}{\gamma_1 + \gamma_2} \operatorname{erfc} \left( \frac{3\gamma_1}{\alpha} \sqrt{\frac{Dt}{R^2}} \right) \right.
- \frac{\gamma_2}{\gamma_1 + \gamma_2} \operatorname{erfc} \left( -\frac{3\gamma_2}{\alpha} \sqrt{\frac{Dt}{R^2}} \right) + \text{higher terms,} \tag{2.7}
\]

is obtained from Carman and Haul [1], where in their notation

\[
\gamma_1 = \frac{\sqrt{1 + 4\alpha/3} + 1}{2}, \quad \gamma_2 = \gamma_1 - 1, \tag{2.8}
\]

and

\[
\operatorname{erfc}(z) = e^{-z^2} \operatorname{erfc}(z). \tag{2.9}
\]

Carman and Haul\(^1\) state that the solution was ‘obtained by one of us (P.C.C.) by applying the Laplace transformation . . . ’, without providing further details of the derivation.

Although the solution is accurate only for times close to zero, the accuracy and range may be improved by the inclusion of additional terms as shown in Figures 2 and 3. The accuracy and range of the solution with and without additional terms is discussed further in Section 4.

2.3. Long-time solution given by Ruthven.

The fractional uptake solution, given as an eigenfunction expansion by Ruthven [5]

\[
\frac{m_t}{m_\infty} = \frac{C_t - C_0^*}{C_\infty - C_0^*} = 1 - 6 \sum_{n=1}^{\infty} \frac{1}{9 + \lambda_n - (1 - \Lambda) p_n^2} e^{-p_n^2Dt/R^2}, \tag{2.10}
\]

where \( \{p_n\}_{n=0,1,2,...} \) are the non-negative non-zero roots of

\[
\tan p_n = \frac{3p_n}{3 + (1/\Lambda - 1)p_n^2}, \quad \Lambda = \frac{C_0 - C_\infty}{C_0}. \tag{2.11}
\]

is obtained from the solution given by Crank [3, Section 6.33] in terms of \( \alpha \), the ratio of the volumes of the bulk fluid and the sphere,

\[
\alpha = \frac{V}{\frac{4}{3} \pi R^3} \Rightarrow \tan p_n = \frac{3p_n}{3 + \alpha p_n^2}, \quad \Lambda = \frac{C_0 - \frac{\alpha C_0}{\alpha + 1}}{C_0} = \frac{1}{\alpha + 1} \in [0, 1]. \tag{2.12}
\]

\(^1\)Carman and Haul present both long-time and short-time solutions to the equations for diffusion in a parallel-sided slab, infinite circular cylinder and a sphere, and illustrate their application for the measurement of diffusion coefficients for diffusion into a (porous) solid from a gas or liquid.
The solution converges rapidly for long times, but for short times ($t$ close to zero) the number of terms required to calculate the fractional uptake accurately increases rapidly — see Section 4, Figure 4.

3. Derivation of short-time solution

Applying the Laplace transformation to (2.2) an exponential function is derived that will give the long-time solution if the Laplace inversion theorem is applied.

To derive the short-time solution, the exponential function is expressed as a series of negative exponentials before applying the Laplace inversion theorem.

In the following derivation, the terms associated with $n = 0$ and $n = 1$ of the series in the Laplace domain are arranged into a form for which the inverse Laplace transformations are known for each part of each term.

After deriving the short-time solution associated with the $n = 0$ term only, Crank’s solution (2.7) is derived by omitting parts of the solution that tend to zero as $t$ tends to zero.

The inverse transforms of each part of the terms of the series associated with $n = 1$ are then included to give a solution associated with the $n = 0$ and $n = 1$ terms of the series in the Laplace domain.

3.1. Laplace transform

Taking the Laplace transform of (2.2) and writing $\hat{C}(r, s) = \mathcal{L}[C(r, t)]$, we obtain

$$
\frac{\partial^2}{\partial r^2}(r \hat{C}) - p^2(r \hat{C}) = 0, \quad 0 < r < R, \quad p^2 = \frac{s}{D}, \quad (3.1)
$$

subject to the boundary conditions

$$
\frac{V}{4\pi R^2} (s \hat{C} - C_0) + D \frac{\partial}{\partial r} \hat{C} = 0, \quad r = R, \quad (3.2)
$$
$$
\frac{\partial \hat{C}}{\partial r} = 0, \quad r = 0. \quad (3.3)
$$

The general solution to (3.1) is

$$
r \hat{C} = A e^{pr} + B e^{-pr}, \quad p = \pm \sqrt{\frac{s}{D}}. \quad (3.4)
$$

At $r = 0$, condition (3.3) implies that $\hat{C}$ is finite, and from (3.4) we have $r \hat{C} = 0 = A + B$. Therefore $A = -B$ and

$$
r \hat{C} = A(e^{pr} - e^{-pr}). \quad (3.5)
$$
Differentiating both sides, 
\[ \hat{C} + r \frac{\partial \hat{C}}{\partial r} = pA(e^{pr} + e^{-pr}) \Rightarrow r \frac{\partial \hat{C}}{\partial r} = A \left[ p(e^{pr} + e^{-pr}) - \frac{1}{r} (e^{pr} - e^{-pr}) \right]. \]

Therefore, multiplying (3.2) throughout by \( R/D \), it can be shown that to satisfy the boundary condition at \( r = R \),
\[ A = \frac{\alpha C_0}{D} \frac{R^3}{3pR(e^{pr} + e^{-pr}) + (\alpha p^2 R^2 - 3)(e^{pr} - e^{-pr})} ; \quad \alpha = \frac{3V}{4\pi R^2}. \]

Thus (3.5) gives 
\[ r \frac{\partial \hat{C}}{\partial r} = \frac{\alpha C_0 R^3}{D} e^{pr} - e^{-pr} \]
\[ = \frac{R}{D} \frac{g(1-e^{-2pr}) + h(1+e^{-2pr})}{g+h} \frac{1}{1 - \frac{3p}{\alpha R} e^{-2pr}} \]
\[ = \frac{R}{D} \sum_{n=0}^{\infty} \left( \frac{g-h}{g+h} \right)^n e^{-p(2n+1)R - e^{-p(2n+1)R+r}} \]
(3.6)

Applying the Laplace inversion theorem and using (3.12) to give the average concentration inside the sphere, the long-time solution (2.10) can be obtained.

### 3.2. Inverse transform of the first two terms of a series of negative exponentials in the Laplace domain

To derive the short-time solution, the geometric series \( 1/(1-x) = \sum_{n=0}^{\infty} x^n, |x| < 1 \) is used to express Equation (3.6) as a series of negative exponentials,

\[ \frac{r \hat{C}}{C_0} = \frac{\alpha R^3}{D} \frac{e^{pr} - e^{-pr}}{(\alpha p^2 R^2 - 3)(e^{pr} - e^{-pr}) + 3pR(e^{pr} + e^{-pr})} \]
\[ = \frac{R}{D} \frac{g(1-e^{-2pr}) + h(1+e^{-2pr})}{g+h} \frac{1}{1 - \frac{3p}{\alpha R} e^{-2pr}} \]
\[ = \frac{R}{D} \sum_{n=0}^{\infty} \left( \frac{g-h}{g+h} \right)^n e^{-p(2n+1)R - e^{-p(2n+1)R+r}} \]
(3.7)

where 
\[ g = p^2 - \frac{3}{\alpha R} \quad \text{and} \quad h = \frac{3p}{\alpha R}. \]

The series converges since 
\[ \left| \frac{g-h}{g+h} \right| = \frac{g-h}{\alpha R^2 p^2 - 3 + 3pR} < 1 \Rightarrow \left| \left( \frac{g-h}{g+h} \right) e^{-2R} \right| < 1. \]

Thus, rearranging (3.7) and using only the first two terms for \( n = 0, 1 \) of the series,

\[ \frac{r \hat{C}}{C_0} = \frac{R}{D} \sum_{n=0}^{\infty} \left[ \left( \frac{p}{p+h_1} \right)^n \left( p + \frac{3p}{\alpha R} \right)^n \right] e^{-p(2n+1)R - e^{-p(2n+1)R+r}} \]
\[ = \frac{R}{D} \left( e^{-p(R-r)} - e^{-p(R+r)} \right) \frac{1}{(p+h_1)(p-h_2)} + \frac{R}{D} \left( e^{-p(3R-r)} - e^{-p(3R+r)} \right) \]
\[ \times \left\{ \frac{1}{(p+h_1)(p-h_2)} - 2(h_1 - h_2) \frac{p}{(p+h_1)^2(p-h_2)^2} \right\} + O(e^{-5R}) \]
where
\[ y_i = \frac{\sqrt{1 + \frac{x}{a}} - (-1)^i}{2}, \quad h_i = \frac{3}{aR^n}y_i, \quad i = 1, 2. \] (3.8)

Thus, noting
\[ \frac{1}{(x+a)(x-b)} = \frac{1}{a+b} \left[ \frac{1}{x-b} - \frac{1}{x+a} \right] \]
and
\[ \frac{x}{(x+a)^2(x-b)^2} = \frac{(a-b)}{(a+b)^3} \left[ \frac{1}{x-b} - \frac{1}{x+a} \right] + \frac{1}{(a+b)^2} \left[ \frac{b}{(x-b)^2} - \frac{a}{(x+a)^2} \right], \]
we have
\[ \frac{DrC}{RC_0} = \sum_{i=1,2} \sum_{j=-1,1} (-1)^j \left\{ H_i \frac{e^{-p(R-j)}}{p + (-1)^{j+1}h_i} - H_i \frac{e^{-p(3R-j)}}{p + (-1)^{j+1}h_i} \right\} \]
\[ - H_i \frac{e^{-p(3R-j)}}{(p + (-1)^{j+1}h_i)^2} \]
\[ + O(e^{-5Rp}), \] (3.9)

\[ H_1 = \frac{1}{h_1 + h_2}, \quad H_2 = \frac{h_1^2 + h_2^2 - 6h_1h_2}{(h_1 + h_2)^3} \quad \text{and} \quad H_3 = \frac{2(h_1 - h_2)}{(h_1 + h_2)^2}. \]

The inverse Laplace transform for \( e^{-np} \), \( p = \sqrt{3D} \), is given as \( x/(2\sqrt{\pi Dt})e^{-x^2/4Dt} \)
by Carslaw and Jaeger [2, Appendix V(6)]. Hence, omitting the higher terms,
\( n = 2, 3, 4, \ldots \), gives an error of the order \( e^{-5Rp} \) in the Laplace domain and an error of the order
\[ \frac{5}{2\pi\omega^2} e^{-25/4\omega^2} \]
in the time domain. If the \( n = 1 \) term is also omitted, the order of the error increases
to \( e^{-3Rp} \) in the Laplace domain and increases to
\[ \frac{3}{2\pi\omega^2} e^{-9/4\omega^2} \]
in the time domain. Since the error is small for short times, the error associated with
the omitted higher terms for \( n \) is denoted by HT in the time domain.

Using the inverse of the transforms
\[ \mathcal{L} \left[ \frac{D}{\pi t} e^{-\frac{x}{2\sqrt{Dt}}} - hDe^{hx+Dth^2} \text{erfc} \left( \frac{x}{2\sqrt{Dt}} + h\sqrt{Dt} \right) \right] = \frac{e^{-px}}{p+h} \]
and
\[ \mathcal{L} \left[ -2h\sqrt{\frac{D}{\pi t}} e^{-\frac{x}{\sqrt{Dt}}} + D(1 + hx + 2h^2Dt)e^{hx+Dth^2} \text{erfc} \left( \frac{x}{2\sqrt{Dt}} + h\sqrt{Dt} \right) \right] \]
\[ = \frac{e^{-px}}{(p+h)^2} \]
given by Carslaw and Jaeger [2], Appendices V(12) and V(17) respectively, we have, after dividing both sides by \( D \),

\[
\frac{rC}{RC_0} = \sum_{i=1,2} \sum_{j=1,1} \left\{ H_i f_{i,j} (R) - H_2 f_{i,j} (3R) \right\} 
- \frac{H_3}{2} \left[ 1 - (1)^i h_i (3R - j r) + 2 \varepsilon_i^2 \right] (-1)^i f_{i,j} (3R) 
- \frac{H_4 (\varepsilon_1 - \varepsilon_2)}{2} \left[ e^{\frac{(3R - j r) \varepsilon_1^2}{4Dt}} - e^{\frac{3R \varepsilon_1^2}{4Dt}} \right] + HT,
\]

(3.10)

where, letting \( m = 2n + 1 \),

\[
f_{i,j} (mR) = \left\{ j h_i e^{(-1)^i h_i (mR - j r) + \varepsilon_i^2} \text{erfc} \left( \frac{mR - j r}{2\sqrt{Dt}} \right) + (-1)^i \varepsilon_i \right\},
\]

(3.11)

3.3. Short-time solution associated with the \( n = 0 \) term only. Considering only the terms of the series in the Laplace domain associated with \( n = 0 \) in (3.7) and ignoring the higher terms for \( n \), the corresponding \( f_{i,j} (R) \) terms of (3.10) in the time domain gives

\[
\frac{rC}{RC_0} = H_1 \sum_{i=1,2} h_i e^{(-1)^i h_i R + \varepsilon_i^2} \sum_{j=1,1} j e^{(-1)^i j h_i r} \text{erfc} \left( \frac{R - j r}{2\sqrt{Dt}} \right) + (-1)^i \varepsilon_i.
\]

For the fractional approach to equilibrium, the average concentration in the sphere is calculated using the integral

\[
C_i = \int_0^R \frac{d m}{d V} = \frac{3}{R^3} \int_0^R C(r, t) r^2 \, dr,
\]

(3.12)

and note that as \( t \to \infty \) the asymptotic average concentration of diffusing substance in the sphere is given by the ratio of initial quantity of solute in the bulk solution, \( C_0 V \), and the combined volume of the bulk solution and the sphere,

\[
C_\infty = \frac{C_0 V}{V + \frac{4}{3} \pi R^3} = \frac{\alpha}{\alpha + 1} C_0.
\]

(3.13)

Thus, the fractional uptake is given by

\[
\frac{m_i}{m_\infty} = \frac{C_i}{C_\infty} = \frac{3(\alpha + 1)}{\alpha R^2} \int_0^R \frac{rC}{RC_0} \, dr
= \frac{3(\alpha + 1)}{\alpha R^2} H_1 \sum_{i=1,2} h_i e^{(-1)^i h_i R + \varepsilon_i^2} \int_{-R}^R r e^{(-1)^i h_i r} \text{erfc} (\varepsilon_i) \, dr
= \frac{6(\alpha + 1) \omega}{\alpha} H_1 \sum_{i=1,2} h_i e^{-\varepsilon_i^2} \left[ 2\omega I_{2,i} - I_{1,i} \right]
\]
where \( \xi_t = (R - r)/(2\sqrt{Dt}) + (-1)^{i+1}\xi_i \),

\[
I_{1,i} = \int_{\alpha^1 + (-1)^{i+1}\xi_i}^{(\alpha^1)^{i+1}\xi_i} e^{-\xi_t^2/2} \text{erfc} (\xi_t) \, d\xi_t 
\]

and

\[
I_{2,i} = \int_{\alpha^1 + (-1)^{i+1}\xi_i}^{(\alpha^1)^{i+1}\xi_i} (\xi_t - (-1)^{i+1}\xi_i) e^{-\xi_t^2/2} \text{erfc} (\xi_t) \, d\xi_t.
\]

Using the relationships

\[
\int_0^x e^{\xi^2} \text{erfc} (\xi) \, d\xi = \frac{e^{x^2/4}}{a} \left[ \text{erf} \left( \frac{a}{2} \right) + \text{erf} \left( x - \frac{a}{2} \right) \right] + \frac{e^{x^2}}{a} \text{erfc} (x) - 1,
\]

\[
\int_0^x (\xi - \varepsilon) e^{\xi^2} \text{erfc} (\xi) \, d\xi = \frac{a e^{+1}}{a^2} + \frac{1 - e^{-\varepsilon^2 + a x}}{a \sqrt{\pi}} + \frac{a(x - \varepsilon) - 1}{a^2} e^{x^2} \text{erfc} (x)
\]

then

\[
I_{1,i} = \frac{(-1)^i e^{2\xi_i}}{2\xi_i} \text{erfc} \left( (-1)^{i+1}\xi_i \right) + \frac{(-1)^i e^{\xi_i}}{2\xi_i} \text{erf} \left( \omega^{-1} \right)
\]

\[
+ \frac{(-1)^i e^{-\xi_i^2/2} \text{erfc} \left( \omega^{-1} - (-1)^{i+1}\xi_i \right)}{2\xi_i} \quad \text{and}
\]

\[
I_{2,i} = \frac{(-1)^i e^{2\xi_i} (e^{\xi_i^2} - 1)}{2\xi_i \sqrt{\pi}} \text{erf} \left( (-1)^{i+1}\xi_i \right) + \frac{1}{4\xi_i^2} e^{2\xi_i} \text{erfc} \left( \omega^{-1} \right)
\]

\[
+ \frac{1 + (-1)^i 2 e^{-\xi_i^2} \text{erfc} \left( \omega^{-1} - (-1)^{i+1}\xi_i \right)}{4\xi_i^2} e^{-\xi_i^2/2} \text{erfc} \left( \omega^{-1} - (-1)^{i+1}\xi_i \right).
\]

Thus, noting that \( h_1/\xi_i = 1/\sqrt{Dt} \) and \((h_1 + h_2) = (\gamma_1 + \gamma_2) * 3/(\alpha R)\),

\[
\frac{m_i}{m_\infty} = \frac{\alpha + 1}{\gamma_1 + \gamma_2} \sum_{i=1,2} \left\{ -e^{\xi_i^2} \text{erf} \left( (-1)^{i+1}\xi_i \right) + \text{erf} \left( \omega^{-1} \right) \right.
\]

\[
+ \left[ 1 + (-1)^i 2 e^{-\xi_i^2} \text{erfc} \left( \omega^{-1} - (-1)^{i+1}\xi_i \right) \right] \left[ -e^{\xi_i^2 + \xi_i^2/2} \text{erfc} \left( \omega^{-1} - (-1)^{i+1}\xi_i \right) \right]
\]

and

\[
\frac{m_i}{m_\infty} = \frac{\alpha + 1}{\gamma_1 + \gamma_2} \sum_{i=1,2} \{ - \frac{(\alpha}{3\gamma_i} - (-1)^i \} e^{\xi_i} \text{erfc} \left( (-1)^{i+1}\xi_i \right) + \frac{\alpha}{3\gamma_i} \text{erf} \left( \omega^{-1} \right)
\]

\[
\left[ + \left( \frac{\alpha}{3\gamma_i} + (-1)^i \right) e^{-\xi_i^2/2} \text{erfc} \left( \omega^{-1} - (-1)^{i+1}\xi_i \right) \right].
\]
Define \( \overline{t} = t - (-1)^i \) and using \( \text{erf}(x) = 1 - \text{erfc}(x) \), \( \gamma_1/\gamma_2 = \alpha/3 \),
\[
\frac{\alpha}{3\gamma_1} - (-1)^i = \gamma_\tau - (-1)^i = \gamma_1 \quad \text{and} \quad \frac{\alpha}{3\gamma_2} + (-1)^i = \gamma_\tau + (-1)^i, \quad (3.14)
\]
we have
\[
\frac{m_t}{m_\infty} = \alpha + 1 - \frac{\alpha + 1}{\gamma_1 + \gamma_2} \sum_{i=1,2} \left[ \gamma_i e^{i^2} \text{erfc} \left( (-1)^{i+1}\varepsilon_i \right) + \gamma_i \text{erfc} \left( \omega^{-1} \right) - (\gamma_\tau + (-1)^i) e^{-i^2\gamma_2^2/2\gamma_1^2} \text{erfc} \left( \omega^{-1} - (-1)^i\varepsilon_i \right) \right] + \text{HT}. \quad (3.15)
\]
Since \( \text{erfc}(z) \to 0 \) as \( z \to \infty \), dropping the last two terms that tend to zero as \( t \to 0 \), and substituting (3.11), we obtain Crank’s short-time solution (2.7).

**Remark 1.** At \( t = 0, \varepsilon_1 = \varepsilon_2 = 0 \) and
\[
\frac{m_0}{m_\infty} = (\alpha + 1) \left( 1 - \frac{\gamma_1}{\gamma_1 + \gamma_2} - \frac{\gamma_2}{\gamma_1 + \gamma_2} \right) = 0,
\]
which is consistent with the initial condition that the concentration of solute in the sphere is zero, that is, \( m_0 = 0 \).

**3.3.1. Carman and Haul short-time solution.** For the same problem, except that the diffusing substance is a pure gas or vapour, where \( C \) is measured by the pressure \( p \), \( p_1 \) is the initial pressure \( (t < 0) \), \( p_2 \) is the pressure at \( t = 0 \), and \( p_\infty \) is the equilibrium pressure as \( t \to \infty \), Carman and Haul [1] give
\[
1 - \frac{W}{W_\infty} = \frac{p - p_\infty}{p_2 - p_\infty}, \quad \text{and} \quad \lambda = \frac{p_\infty - p_1}{p_2 - p_\infty}, \quad (3.16)
\]
and give the solution as
\[
\frac{p - p_1}{p_2 - p_1} = \left[ \frac{\gamma_1}{\gamma_1 + \gamma_2} e \text{erfc} \left( \frac{3\gamma_1}{\lambda} \sqrt{\tau} \right) + \frac{\gamma_2}{\gamma_1 + \gamma_2} e \text{erfc} \left( -\frac{3\gamma_2}{\lambda} \sqrt{\tau} \right) \right]
\]
\[
+ \text{higher terms}, \quad (3.17)
\]
where
\[
\tau = \frac{Dt}{a^2}, \quad \lambda = \frac{3V_s}{4\pi a^3}, \quad \gamma_1 = \frac{1}{2} \left( \sqrt{1 + \frac{4}{3}\lambda + 1} \right), \quad \gamma_2 = \gamma_1 - 1. \quad (3.18)
\]
Crank’s solution (2.7) is for the concentration of a diffusing fluid inside a sphere where \( C_0^\ast \) is the initial concentration in the sphere, and \( C_0 \) is the concentration of solute in the bulk fluid at \( t = 0 \). Thus, by the conservation of mass,
\[
(C_0 - C_\infty)V = (C_\infty - C_0^\ast) \frac{4}{3} \pi R^3 \quad \Rightarrow \quad \alpha = \frac{3V}{4\pi R^3} = \frac{C_\infty - C_0^\ast}{C_0 - C_\infty},
\]
which is consistent with relationships given for \( \lambda \) in (3.16) and (3.18) for \( a \equiv R \), \( \lambda \equiv \alpha \), \( V_e \equiv V \), \( p \equiv C \), \( p_1 \equiv C^*_0 \), \( p_2 \equiv C_0 \) and \( p_\infty \equiv C_\infty \). From (3.16) we have

\[
\frac{W}{W_\infty} = 1 - \frac{p - p_\infty}{p_2 - p_\infty} = \frac{p_2 - p}{p_2 - p_\infty},
\]

where \( W/W_\infty \equiv m_t/m_\infty \). Thus, subtracting both sides of Carman and Haul (3.17) from unity, then multiplying both sides by \((\lambda + 1)\), the RHS is the same as the RHS of Crank’s solution (2.7), and

\[
LHS = (\lambda + 1) \left(1 - \frac{p - p_1}{p_2 - p_1}\right) = \left(\frac{p_\infty - p_1}{p_2 - p_\infty} + 1\right) \left(1 - \frac{p - p_1}{p_2 - p_1}\right)
\]

\[
= \frac{p_2 - p_\infty}{p_2 - p_1} \cdot \frac{(p_2 - p_\infty) - (p - p_1)}{p_2 - p_1} = \frac{p_2 - p}{p_2 - p_\infty} = \frac{W}{W_\infty} \equiv \frac{m_t}{m_\infty},
\]

establishing that Crank’s solution (2.7) is equivalent to the Carman and Haul solution.

### 3.4. Extending the solution to include the \( n = 1 \) term.

Result (3.15) pertains only to the terms of the series in the Laplace domain associated with \( n = 0 \) in (3.7). To obtain a more accurate solution, additional terms associated with \( n = 1 \) are included by applying the fractional approach to equilibrium to the other terms of (3.10) in the time domain. That is,

\[
\frac{m_t}{m_\infty} = M_0 + \frac{3(\alpha + 1)}{\alpha R^2} \int_0^R r \left\{ -H_2 \sum_{i=1,2} h_i e^{(-1)^i h_i 3R + h_i^2} \sum_{j=1,1} j e^{(-1)^j h_j \sqrt{r \epsilon_i}} \Theta_{i,j} 
\right.
\]

\[
- H_3 \sum_{i=1,2} \left[1 - (-1)^i h_i 3R + 2h_i^2\right] e^{(-1)^i h_i 3R + h_i^2} \sum_{j=1,1} j e^{(-1)^j h_j \sqrt{r \epsilon_i}} \Theta_{i,j}
\]

\[
- H_4 \left[ h_1 e^{(-1)^1 h_1 3R + h_1^2} \sum_{j=1,1} e^{(-1)^j h_j \sqrt{r \epsilon_1}} \Theta_{1,j} + h_2 e^{(-1)^2 h_2 3R + h_2^2} \sum_{j=1,1} e^{(-1)^j h_j \sqrt{r \epsilon_2}} \Theta_{2,j}\right]
\]

\[
- H_4 (\epsilon_1 - \epsilon_2) \left[ e^{\frac{\sqrt{\epsilon_1 R}}{2\sqrt{\epsilon_1}}} - e^{\frac{-\sqrt{\epsilon_2 R}}{2\sqrt{\epsilon_2}}} \right] \right\} \, dr + HT,
\]

where \( \Theta_{i,j} = \text{erfc} \left( \frac{\sqrt{\epsilon_i R}}{2\sqrt{\epsilon_i}} - (-1)^i \sqrt{\epsilon_i} \right) \) and \( M_0 = m_t/m_\infty \) given by (3.15) for \( n = 0 \).
Hence
\[
\frac{m_t}{m_\infty} = M_0 + \frac{3(\alpha + 1)}{\alpha R^2} \cdot \frac{1}{(h_1 + h_2)^2} \left\{ g_3 I_3 - g_4 I_4 ight. \\
- \sum_{i=1,2} g_{1,i} \varepsilon_i e^{-\varepsilon_i^2} \left[ \left( 2\omega^2 R h_i - (-1)^i 3 \right) I_{0,i} + (-1)^i 2\omega I_{1,i} \right] R \\
+ \sum_{i=1,2} g_{2,i} \varepsilon_i e^{-\varepsilon_i^2} R \left[ \left( 4\omega e_i^2 - (-1)^i 12 \varepsilon_i + 9\omega^{-1} \right) I_{0,i} \\
\left. + \left( -1 \right)^i 8\omega \varepsilon_i - 12 \right] I_{1,i} + 4\omega I_{2,i} \right\} + HT, \tag{3.19}
\]
where \( \varepsilon_i = \frac{3R - r}{2\sqrt{D} t} - (-1)^i \varepsilon_i, \quad \chi = \frac{3R - r}{2\sqrt{D} t}, \)
\[
g_{1,i} = 2 \left\{ (-1)^i \left[ h_i^2 + h_i^2 - 6h_i h_i^2 \right] + 2(h_i^2 - h_i^2) \left\{ - (-1)^i 3 R h_i + 2D h_i^2 \right\} \right\} \\
g_2 = 4(h_i^2 - h_i^2), \\
g_3 = 24(h_i^2 + h_i^2)(h_i^2 - h_i^2) \frac{R D t}{\sqrt{\pi}}, \\
g_4 = 16(h_i^2 + h_i^2)(h_i^2 - h_i^2) \frac{D t \sqrt{D} t}{\sqrt{\pi}}.
\]
\[
I_k = \int_{-\infty}^{\infty} \! e^{a - \xi^2} e^{\xi^2} \varepsilon_i e^{-\varepsilon_i^2} \text{erf}(\xi) d\xi, \quad k = 0, 1, 2,
\]
\[
\xi_i^0 = 1, \quad i = 1, 2,
\]
\[
I_3 = \int_{-\infty}^{\infty} \! e^{-\chi^2} d\chi = \frac{\sqrt{\pi}}{2} \left\{ \text{erf}(\omega^{-1}) - \text{erf}(2\omega^{-1}) \right\}
\quad \text{and}
\]
\[
I_4 = \int_{-\infty}^{\infty} \! \chi e^{-\chi^2} d\chi = -\frac{1}{2} \left[ e^{-\omega^{-2}} - e^{-4\omega^{-3}} \right].
\]

Using the identities
\[
\int_0^\infty e^{a} \text{erfc}(\xi) d\xi = \frac{e^{a^2/4}}{a} \left\{ \text{erf}(\frac{a}{2}) + \text{erf}(x - \frac{a}{2}) \right\} + \frac{e^{ax} \text{erfc}(x) - 1}{a},
\]
\[
\int_0^\infty \xi e^{a} \text{erfc}(\xi) d\xi = \frac{1}{a^2} + \frac{1 - e^{-a^2 + ax}}{a \sqrt{\pi}} + \frac{ax - 1}{a^2} e^{ax} \text{erfc}(x)
\quad \text{and}
\]
\[
\int_0^\infty \xi^2 e^{a} \text{erfc}(\xi) d\xi = \frac{a^3 - 4a - 4\sqrt{\pi}}{2\sqrt{\pi} a^3} - \frac{a^2 + 2ax - 4}{2\sqrt{\pi} a^2} e^{-a^2 + ax}
\quad \text{and}
\]
\[
+ \frac{a^4 - 2a^2 + 8}{4a^3} e^{a^2} \left\{ \text{erf}(\frac{a}{2}) + \text{erf}(x - \frac{a}{2}) \right\}.
\]
we have
\[ \varepsilon_i e^{-\varepsilon_i^2} \left\{ [2\omega^2 R_{i,1} - (1)^{-1/3}] I_{0,i} + (1)^{-1/2} 2\omega I_{1,i} \right\} R \]
\[ \frac{R_{i,1} - (1)^{-1/2} R_{i,1} + (1)^{-1/3} \varepsilon_i^2 e^{(\varepsilon_i^2)} \text{erfc} \left( \omega^{-1} - (1)^{-1/2} \varepsilon_i \right) + \frac{R_{i,1} - (1)^{-1/2} R_{i,1} + (1)^{-1/3} \varepsilon_i^2 e^{(\varepsilon_i^2)} \text{erfc} \left( 2\omega^{-1} - (1)^{-1/2} \varepsilon_i \right) }{2h_i} \right\} e^{-\varepsilon_i^2R_{i,1}} \]
\[ + \frac{3R_{i,1} - (1)^{-1/2} R_{i,1} + (1)^{-1/3} \varepsilon_i^2 e^{(\varepsilon_i^2)} \text{erfc} \left( (\omega^{-1}) - \text{erf} \left( 2\omega^{-1} \right) \right) + \sqrt{\frac{D}{\pi}} \left\{ e^{-\omega^2} - e^{-4\omega^2} \right\} \] and
\[ \varepsilon_i^2 e^{-\varepsilon_i^2} R \left\{ [4\omega^{13} R_{i,1} - (1)^{-1/2} 12R_{i,1} + 9\omega^{-1}] I_{0,i} + \left( (1)^{-1/2} 8\omega^{13} I_{1,i} + 4\omega I_{2,i} \right) \right\} \]
\[ = - \left( \frac{1}{2} \right) R^2 h_i - R + \frac{(1)^{-1/4} e^{(i^{1/2} R_{i,1} + \varepsilon_i^2) \text{erfc} \left( \omega^{-1} - (1)^{-1/2} \varepsilon_i \right) + \frac{(1)^{-1/4} e^{(i^{1/2} R_{i,1} + \varepsilon_i^2) \text{erfc} \left( 2\omega^{-1} - (1)^{-1/2} \varepsilon_i \right) }{2h_i} \right\} e^{i\omega^{-1}R_{i,1}} [\text{erf} \left( \omega^{-1} \right) - \text{erf} \left( 2\omega^{-1} \right) ] \]
\[ + 2 \sqrt{\frac{D}{\pi}} \left( 1 - (1)^{-1/2} 2R_{i,1} \right) e^{-\omega^2} - 2 \sqrt{\frac{D}{\pi}} \left( 1 - (1)^{-1/2} R_{i,1} \right) e^{-4\omega^2}. \]

Hence, collecting terms and using (3.8) and (3.11), (3.19) becomes
\[ \frac{m_i}{m_c} = M_0 + \frac{3(\alpha + 1)}{\alpha R^2(h_1 + h_2)} \left\{ \sum_{i=1,2} g_{5,i} e^{(i^{1/2} R_{i,1} + \varepsilon_i^2) \text{erfc} \left( \omega^{-1} - (1)^{-1/2} \varepsilon_i \right) \text{erfc} \left( 2\omega^{-1} - (1)^{-1/2} \varepsilon_i \right) } \right\} \left[ \frac{h_i + h_2}{2} \right] \left( \text{erf} \left( \omega^{-1} \right) - \text{erf} \left( 2\omega^{-1} \right) \right) \]
\[ + 4(h_i^2 - h_2^2) [1 + R_{i,1} + (1 - R_{i,2})] \sqrt{\frac{D}{\pi}} e^{-\omega^2} \]
\[ - 4(h_i^2 - h_2^2) [1 - R_{i,1} + (1 + R_{i,2})] \sqrt{\frac{D}{\pi}} e^{-4\omega^2} \] + HT,

where
\[ g_{5,i} = 3h_i \left[ 1 + (1)^{-1/2} R_{i,1} \right] - 6h_2 \left[ 1 + (1)^{-1/2} R_{i,1} \right] - (1)^{-1/2} S_{R_{i,1}} \]
\[ + (1)^{-1/2} 4(R^2 + \Delta t) h_i (h_i^2 - h_2^2) - 4 S_{R_{i,1}} h_i (h_i^2 - h_2^2) \]
and
\[ g_{6,i} = -h_i - 2h_2 \left[ 1 + (1)^{-1/2} R_{i,1} \right] + 6h_2 \left[ 1 + (1)^{-1/2} R_{i,1} \right] + 7R(h_i^2 - h_2^2) \]
\[ + (1)^{-1/2} 4(2R^2 + \Delta t) h_i (h_i^2 - h_2^2) - 4 S_{R_{i,1}} h_i (h_i^2 - h_2^2) + \frac{h_i}{h_i}. \]
Using the relationships given by (3.14), together with
\[ 1 - (-1)^i Rh_i = \frac{3\gamma_i}{\alpha} \left( \frac{\alpha - (-1)^i 3\gamma_i}{3\gamma_i} \right) = \frac{3\gamma_i}{\alpha}, \]
\[ 1 + (-1)^i Rh_i = 1 + \frac{3\gamma_i}{\alpha}, \]
\[ h_1 - h_2 = \frac{3}{\alpha R} (\gamma_1 - \gamma_2) = \frac{3}{\alpha R}, \]
\[ h_1 h_2 = \gamma_1 \gamma_2 \left( \frac{3}{\alpha R} \right)^2 = \frac{\alpha}{3} \left( \frac{3}{\alpha R} \right)^2 = \frac{3}{\alpha R^2}, \]
and
\[ \gamma_i^2 = \gamma_i (\gamma_i - (-1)^i) = \frac{\alpha}{3} - (-1)^i \gamma_i \]
\[ \Rightarrow \gamma_i^3 = \frac{\alpha}{3} \gamma_i - (-1)^i \frac{\alpha}{3} + \gamma_i = \frac{\alpha}{3} \gamma_i - (-1)^i \frac{2\alpha}{3} + \gamma_i - (-1)^i, \]
the result reduces to
\[
\frac{m_i}{m_\infty} = M_0 + \frac{\alpha + 1}{3(\alpha R)^2 (\gamma_1 + \gamma_2)^2} \sum_{i=1,2} \left[ g_{7,i} e^{-(-1)^i \frac{3\omega}{2} + \omega^2} \text{erfc} \left( \omega^{-1} - (-1)^i \epsilon_i \right) \right.
\]
\[ + g_{8,i} e^{-(-1)^i \frac{3\omega}{2} + \omega^2} \text{erfc} \left( 2\omega^{-1} - (-1)^i \epsilon_i \right) \]
\[ - \gamma_i (\alpha R)^2 (4\alpha + 3) \left[ \text{erf} \left( \omega^{-1} \right) - \text{erf} \left( 2\omega^{-1} \right) \right] \]
\[ + 12 \gamma_i \alpha R \sqrt{\frac{D\tau}{\pi}} \left[ (2\alpha + 3)e^{-\omega^{-2}} - (2\alpha - 3)e^{-4\omega^{-2}} \right] \right] + \text{HT},
\]
\[ g_{7,i} = -\left[ 3\alpha^2 + 4\alpha + 12(\alpha + 1) \omega^2 \right] \gamma_i^2 R^2 - 4\alpha (\alpha R)^2 \gamma_i^3 \]
\[ + (-1)^i 6 \left[ \alpha^2 + 2\alpha (2\alpha + 3) \omega^2 \right] R^2 \]
and
\[ g_{8,i} = \left[ -72\alpha + 51\alpha^2 + 4\alpha^4 - 36 (\alpha + 3) \omega^2 \right] \gamma_i R^2 \]
\[ - (-1)^i 12 \left[ 6\alpha^2 + 2\alpha^3 - \alpha (2\alpha - 3) \omega^2 \right] R^2. \]
Hence, expanding \( M_0 \) and noting \( (\gamma_1 + \gamma_2)^2 = (4\alpha + 3)/3 \) and
\[
\text{erfc} \left( \omega^{-1} \right) + \text{erf} \left( \omega^{-1} \right) - \text{erf} \left( 2\omega^{-1} \right) = 1 - \text{erf} \left( 2\omega^{-1} \right) = \text{erfc} \left( 2\omega^{-1} \right),
\]
the solution is
\[
\frac{m_i}{m_\infty} = (\alpha + 1) \left\{ 1 - \text{erfc} \left( 2\omega^{-1} \right) + A \left[ (2\alpha + 3)e^{-\omega^{-2}} - (2\alpha - 3)e^{-4\omega^{-2}} \right] \right.
\]
\[ + \frac{1}{\gamma_1 + \gamma_2} \sum_{i=1,2} \left[ -\gamma_i e^{\omega^2} \text{erfc} \left( (-1)^i \epsilon_i \right) \right.
\]
\[ + B_i e^{-(-1)^i \frac{3\omega}{2} + \omega^2} \text{erfc} \left( \omega^{-1} - (-1)^i \epsilon_i \right) \]
\[ + C_i e^{-(-1)^i \frac{3\omega}{2} + \omega^2} \text{erfc} \left( 2\omega^{-1} - (-1)^i \epsilon_i \right) \right\} \right\} + \text{HT}, \quad (3.20)
\]
where
\[ A = \frac{12\omega}{(3 + 4\alpha)\alpha \sqrt{\pi}}. \]
\[ B_i = -12 \left[ 2\alpha^2 + 3\alpha + 9(\alpha + 1)\omega^2 \right] \frac{\gamma_i + (-1)^i/4 \left[ \alpha^3 + 3\alpha^2 + 3\alpha(2\alpha + 3)\omega^2 \right]}{(3 + 4\alpha)\alpha^2} \]
and
\[ C_i = \frac{[4\alpha^3 + 51\alpha^2 - 72\alpha - 36(\alpha + 3)\omega^2]}{(3 + 4\alpha)\alpha^2} \gamma_i + (-1)^i/12\alpha \left[ 6\alpha + \alpha^2 - (2\alpha - 3)\omega^2 \right], \]
\[ (3.21) \]
which reduces to (2.7) for \( t \) sufficiently close to zero.

4. Discussion

The accuracy of Crank’s short-time solution (2.7) and short-time solutions (3.15) incorporating the \( n = 0 \) terms and (3.20) incorporating the \( n = 0, 1 \) terms were compared against Ruthven’s long-time solution (2.10). An error of less than 2%, the level of accuracy used by Ruthven [5], was used to determine when to use each of the four solutions.

Plots of the long-time solution (2.10) using only the first 1,000 terms and the three short-time solutions (2.7), (3.15) and (3.20) versus dimensionless time \( \tau = Dt/R^2 \) for \( \Lambda = 0.1, 0.3, 0.6 \) and 0.9 are given in Figure 2. The plots show that all three short-time solutions give similar results for \( t \) close to zero \((\tau < 0.2)\). However, for \( \tau > 0.2 \), Crank’s solution (2.7) diverges from the correct solution rapidly, particularly for smaller \( \Lambda \). The additional terms in (3.15) reduce the divergence for \( \tau > 0.2 \) and small \( \Lambda \), but increase the error for large \( \Lambda \). Generally, for \( 0.2 < \tau < 1.0 \), solution (3.20) provides more accurate solutions than the other two short-time solutions. Ruthven’s long-time solution (2.10) should be used for \( \tau > 1.0 \).

Figure 3 shows the relative errors of the three short-time solutions compared with the first 1,000 terms of the long-time solution (2.10). The plots show that (2.7), (3.15) and (3.20) have less than 1% error for \( \tau < 0.25, \tau < 0.3 \) and \( \tau < 0.9 \) respectively. However, the short-time period over which (3.20) has less than 1% error becomes smaller as \( \Lambda \) increases above 0.9.

To achieve a specified accuracy, the number of terms required in the long-time solution increases as \( \tau \) becomes smaller, whereas the number of terms required in the short-time solutions increases as \( \tau \) becomes larger. Further, for large \( \Lambda \), it is necessary to use the following substitutions to evaluate (3.20) at longer times:
\[ e^{(-1)^i/2a_i^2 + \tau^2} \text{erfc} \left( \tau^{-1} - (-1)^i \varepsilon_i \right) = e^{(-1)^i/2a_i^2} e^{\tau^2} \text{erfc} \left( \frac{|a_i|}{\varepsilon_i} + \varepsilon_i \right) \]
To determine when to use the long-time solution, the number of terms, \( N \), required in (2.10) to give a relative error of less than 2%, the acceptable level of error suggested by Ruthven [5], is used.

For \( \Lambda \to \infty \), corresponding to an infinite-volume system, \( \Lambda \to 0 \), \( p_n \to n\pi \), and Crank’s long-time solution (2.10) becomes

\[
\frac{m_t}{m_\infty} = 1 - 6 \sum_{n=1}^{\infty} \frac{1}{n^2 \pi^2} e^{-\frac{2n^2t}{R^2}},
\]

(4.1)

the long-time solution given by Ruthven [5] for an infinite-volume system. The plot of the relative error and the minimum number of terms required in (4.1) for less than a 2% error against the fractional uptake is similar to the plot of (2.10) for \( \Lambda = 10 \) (or \( \Lambda \approx 0.09 \)) shown in Figure 4 (left).

However, with further reduction of \( \alpha \), the number of terms required increases significantly, as shown in Figure 4 (right) where \( \alpha = 0.1 \) (or \( \Lambda \approx 0.91 \)).
Thus, the first $N = 10$ terms of (2.10) shall give a 2% accuracy for fractional uptakes $m_t/m_\infty > 0.12$ for $\alpha > 10$, and $m_t/m_\infty > 0.6$ for $0.1 < \alpha < 10$, where the first 10 roots of (2.11) given for various $\alpha$ in Table 1 are found using Newton’s method. Therefore, referring to the plot of the fractional uptakes for various $\Lambda$ in Figure 5, for 2% accuracy, use Ruthven’s long-time solution (2.10) with the first $N = 10$ terms for $\tau > 0.05$ and use Crank’s short-time solution (2.7) for $\tau < 0.2$ — both options provide a 2% accuracy for $0.05 < \tau < 0.2$.

5. Conclusion

A derivation, using the first $n = 0$ term of a negative exponential series in Laplace space, has been given for Crank’s short-time solution (2.7) for the diffusion in a sphere immersed in a well-stirred liquid of limited volume. For an accuracy of 2%, (2.7) is suitable only for dimensionless times $\tau < 0.2$. Including the $n = 1$ term of the series in the derivation, the domain can be extended to $\tau < 1.0$ with less than 1% error in most cases. However, using (2.7) for $\tau < 0.2$ and Ruthven’s long-time solution (2.10) with the first $N = 10$ terms for $\tau > 0.05$ gives a 2% accuracy with both options providing a 2% accuracy for $0.05 < \tau < 0.2$. 

Figure 3. Relative error using short-time solutions for various $\Lambda$. 

[Diagram showing relative error for different values of $\Lambda$]
Figure 4. Minimum number of summation terms, $N$, required in (2.10) for 2% accuracy, for $\alpha = 10$ (left) and $\alpha = 0.1$ (right).

Table 1. Roots of $\tan p_n = 3p_n/(3 + \alpha p_n^2)$.

<table>
<thead>
<tr>
<th>$p_n$</th>
<th>$\alpha = 0$</th>
<th>$\alpha = 1$</th>
<th>$\alpha = 10$</th>
<th>$\alpha = 100$</th>
<th>$\alpha = \infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$</td>
<td>4.4934095</td>
<td>3.7263847</td>
<td>3.2315901</td>
<td>3.1510842</td>
<td>3.1415927</td>
</tr>
<tr>
<td>$p_5$</td>
<td>17.2207553</td>
<td>15.8923968</td>
<td>15.7270133</td>
<td>15.7098727</td>
<td>15.7079633</td>
</tr>
<tr>
<td>$p_6$</td>
<td>20.3713030</td>
<td>19.0048495</td>
<td>18.8654433</td>
<td>18.8511472</td>
<td>18.8495559</td>
</tr>
<tr>
<td>$p_7$</td>
<td>23.5194525</td>
<td>22.1251081</td>
<td>22.0047727</td>
<td>21.9925126</td>
<td>21.9911486</td>
</tr>
<tr>
<td>$p_{10}$</td>
<td>32.9563890</td>
<td>31.5105624</td>
<td>31.4254697</td>
<td>31.4168814</td>
<td>31.4159265</td>
</tr>
</tbody>
</table>
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